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#### Abstract

In this paper we discuss different generalizations of the Cauchy-Riemann system and their connection with the static Maxwell system. In particular, this allows us to present relations between slicemonogenic functions and hypermonogenic functions, as well as to provide a physical interpretation of slice-monogenic functions. Furthermore, we present an explicit and complete set of basic solutions of a new class of axial-hypermonogenic functions in $\mathbb{R}^{3}$. In the end we determine the symmetry operators for the class of axial-hypermonogenic functions.


Mathematics Subject Classification. Primary 30G35; Secondary 78M25.
Keywords. Inhomogeneous media, Reduced quaternionic variable, Slicemonogenic functions, Bessel equation.

## 1. Introduction, Preliminaries, and Notations

### 1.1. Introduction and Preliminaries

In 2010 Khmelnytskaya et al. [20] studied an important class of meridional electrostatic fields as analytic solutions of the static Maxwell system in axially symmetric inhomogeneous media in $\mathbb{R}^{3}=\left\{\left(x_{0}, x_{1}, x_{2}\right), x_{j} \in \mathbb{R}, j=0,1,2\right\}$ with dielectric permittivity $\varepsilon=\varepsilon\left(x_{0}, \sqrt{x_{1}^{2}+x_{2}^{2}}\right)$

$$
\left\{\begin{array}{l}
\operatorname{div}(\varepsilon \vec{E})=0  \tag{1.1}\\
\operatorname{curl} \vec{E}=0
\end{array}\right.
$$

[^0]depending on the cylindrical radial variable $\sqrt{x_{1}^{2}+x_{2}^{2}}$ and the independent variable $x_{0}$. Hereby, div and curl denote the usual divergence and curl operators. There are several important special cases of system (1.1). First and foremost one has the well-known Riesz system or static Maxwell system in homogeneous media in $\mathbb{R}^{3}$ associated to a dielectric permittivity $\varepsilon=1$, whose solutions are the object of study in modern quaternionic analysis (see, e.g., $[18,28]$ ). This particular Riesz system written in terms of its components becomes (see, e.g., [18, 28]):
\[

\left\{$$
\begin{array}{l}
\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{1}}{\partial x_{1}}-\frac{\partial u_{2}}{\partial x_{2}}=0  \tag{1.2}\\
\frac{\partial u_{0}}{\partial x_{1}}=-\frac{\partial u_{1}}{\partial x_{0}}, \\
\frac{\partial u_{1}}{\partial x_{2}}=\frac{\partial u_{2}}{\partial x_{1}},
\end{array}
$$\right.
\]

where $\vec{E}=\left(E_{0}, E_{1}, E_{2}\right):=\left(u_{0},-u_{1},-u_{2}\right)$.
We say that a scalar $C^{2}$-function $h=h\left(x_{0}, x_{1}, x_{2}\right)$ is a harmonic potential function associated to the $C^{1}$-vector field $\vec{E}$ if $u_{0}=\frac{\partial h}{\partial x_{0}}$ and $u_{j}=$ $-\frac{\partial h}{\partial x_{j}}, j=1,2$. More important, these first order systems arise from factorizing the Laplace operator by the Cauchy-Riemann and its adjoint operator.

In 1992 a modified quaternionic analysis was developed on the basis of the hyperbolic version of the Laplace equation in $\mathbb{R}^{3}[26,27]$

$$
\begin{equation*}
x_{2} \Delta h-\frac{\partial h}{\partial x_{2}}=0 . \tag{1.3}
\end{equation*}
$$

In analogy to the previous systems its $C^{2}$-solutions $h$ were called hyperbolically harmonic functions. If $x_{2} \neq 0$ then equation (1.3) further reduces to

$$
\begin{equation*}
x_{2} \Delta h-\frac{\partial h}{\partial x_{2}}=x_{2}^{2} \operatorname{div}\left(x_{2}^{-1} \operatorname{grad} h\right)=0 . \tag{1.4}
\end{equation*}
$$

The corresponding first-order system (see, e.g., [26-28]) has the form

$$
\left\{\begin{array}{l}
x_{2}\left(\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{1}}{\partial x_{1}}-\frac{\partial u_{2}}{\partial x_{2}}\right)+u_{2}=0  \tag{1.5}\\
\frac{\partial u_{0}}{\partial x_{1}}=-\frac{\partial u_{1}}{\partial x_{0}}, \\
\frac{\partial u_{0}}{\partial x_{2}}=-\frac{\partial u_{2}}{\partial x_{0}}, \\
\frac{\partial u_{1}}{\partial x_{2}}=\frac{\partial u_{2}}{\partial x_{1}},
\end{array}\right.
$$

where again grad $h=\vec{E}:=\left(u_{0},-u_{1},-u_{2}\right)$ for $C^{1}-$ components $u_{j}$. More important, under a simple change of dependent variables this system is a particular case of the static Maxwell system (1.1) in an inhomogeneous media with dielectric permittivity $\varepsilon=x_{2}{ }^{-1}$ [28].

Hereby, Leutwiler gave a new interpretation of the Fueter's construction for a class of functions of the reduced quaternionic variable associated with classical holomorphic functions under the special condition $x_{1} \frac{\partial h}{\partial x_{2}}=x_{2} \frac{\partial h}{\partial x_{1}}$ (see, e.g., $[4,5,26,27]$ ). Additionally, he constructed analytic solutions of (1.5) using properties of analytic functions of reduced quaternionic variables. In the early 2000 a class of reduced quaternion-valued hypermonogenic functions corresponding to the class of $C^{1}$-solutions of (1.5) was described in [11,12].

In this paper we investigate a similar type of Riesz system (or static Maxwell system in homogeneous media) associated to a dielectric permittivity
depending on a cylindrical variable. Indeed, the first author (see, e.g., [46]) studied a new axially symmetric generalization of the Cauchy-Riemann system in $\mathbb{R}^{n+1}$, with particular emphasis to the case of $\mathbb{R}^{3}$. This new axially symmetric system takes the form:

$$
\left\{\begin{array}{l}
\left(x_{1}^{2}+x_{2}^{2}\right)\left(\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{1}}{\partial x_{1}}-\frac{\partial u_{2}}{\partial x_{2}}\right)+\left(x_{1} u_{1}+x_{2} u_{2}\right)=0  \tag{1.6}\\
\frac{\partial u_{0}}{\partial x_{1}}=-\frac{\partial u_{1}}{\partial x_{0}}, \quad \frac{\partial u_{0}}{\partial x_{2}}=-\frac{\partial u_{2}}{\partial x_{0}}, \\
\frac{\partial u_{1}}{\partial x_{2}}=\frac{\partial u_{2}}{\partial x_{1}},
\end{array}\right.
$$

and it corresponds to the static Maxwell system in axially symmetric inhomogeneous media with dielectric permittivity depending on a cylindrical coordinate, that is, $\epsilon=\rho^{-1}:=\left(x_{1}^{2}+x_{2}^{2}\right)^{-1 / 2}$.

Assuming $\rho^{2}=x_{1}^{2}+x_{2}^{2} \neq 0$, this system is associated to the axially symmetric Laplace-Beltrami equation (see, e.g., [6]):

$$
\begin{equation*}
\Delta_{B} h:=\left(x_{1}^{2}+x_{2}^{2}\right) \Delta h-\left(x_{1} \frac{\partial h}{\partial x_{1}}+x_{2} \frac{\partial h}{\partial x_{2}}\right)=0 \tag{1.7}
\end{equation*}
$$

where again $h$ as a potential is linked to the components $u_{s}, s=0,1,2$ via $\operatorname{grad} h=\vec{E}:=\left(u_{0},-u_{1},-u_{2}\right)$ for some $C^{1}$-components $u_{j}$. For $\rho=$ $\sqrt{x_{1}^{2}+x_{2}^{2}} \neq 0$ the axially symmetric Laplace-Beltrami equation (1.7) can be rewritten as

$$
\begin{equation*}
\left(x_{1}^{2}+x_{2}^{2}\right) \Delta h-\left(x_{1} \frac{\partial h}{\partial x_{1}}+x_{2} \frac{\partial h}{\partial x_{2}}\right)=\rho^{3} \operatorname{div}\left(\rho^{-1} \operatorname{grad} h\right)=0 \tag{1.8}
\end{equation*}
$$

The axially symmetric system (1.6) allow us to construct, in particular, analytic solutions of the static Maxwell system in $\mathbb{R}^{3}$ in axially symmetric inhomogeneous media with dielectric permittivity $\varepsilon=\rho^{-1}$.

One must add that both systems, (1.6) and (1.5), represent non-Euclidean modifications of (1.2) [27,28]. But in contrast to classical hyperbolic metric $d s^{2}=\frac{d x_{0}{ }^{2}+d x_{1}{ }^{2}+d x_{2}{ }^{2}}{x_{2}{ }^{2}}$ on the half-space $\left(x_{2}>0\right)$ which is closely connected with system (1.5) (see, e.g., $[27,28]$ ), system (1.6) is now associated to a new axially symmetric metric (see [6]) given, outside the axis $x_{0}$, by:

$$
\begin{equation*}
d s^{2}=\frac{d x_{0}^{2}+d x_{1}^{2}+d x_{2}^{2}}{\rho^{2}}=\frac{d x_{0}^{2}+d \rho^{2}}{\rho^{2}}=\frac{d r^{2}}{r^{2}-x_{0}^{2}}=\frac{d r^{2}}{r^{2} \sin ^{2} \varphi} \tag{1.9}
\end{equation*}
$$

In this paper we will show the connections of system (1.6) with other classical systems of quaternionic analysis, like slice-monogenic functions. This will lead to some remarks about the practical applicability of such systems. Furthermore, using the inherent symmetries of such we are going to construct basic solutions which allow us to represent all solutions of (1.6).

### 1.2. Notations

The real algebra of quaternions $\mathbb{H}$ is a four dimensional skew algebra over the real field generated by real unity 1 and three imaginary unities $i, j$, and $k$ satisfy to the following multiplication rules

$$
\begin{equation*}
i^{2}=j^{2}=k^{2}=i j k=-1, \quad i j=-j i=k . \tag{1.10}
\end{equation*}
$$

An arbitrary quaternion is written as $q=x_{0}+i x_{1}+j x_{2}+k x_{3}$ and we define its scalar and vectorial parts as

$$
S c(q)=x_{0}, \quad V e c(q)=i x_{1}+j x_{2}+k x_{3}
$$

respectively. Moreover, the conjugation of a quaternion is defined as the automorphism

$$
q \mapsto \bar{q}:=S c(q)-V e c(q) .
$$

In such way, we obtain the Euclidean norm in $\mathbb{R}^{4}$

$$
\|q\|^{2}:=q \bar{q}=x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

and the following identification

$$
q=x_{0}+i x_{1}+j x_{2}+k x_{3} \sim\left(x_{0}, x_{1}, x_{2}, x_{3}\right)
$$

between $\mathbb{H}$ and $\mathbb{R}^{4}$ is valid. Also, for every non-zero quaternion $q$ a unique inverse exists, $q^{-1}=\bar{q} /\|q\|^{2}$.

We obtain the space of reduced quaternions by imposing $x_{3}=0$. Thus, the reduced quaternionic variable is represented by $x=x_{0}+i x_{1}+j x_{2}$ and, from now on, we identify it with the vector $\left(x_{0}, x_{1}, x_{2}\right) \in \mathbb{R}^{3}$.

We consider $\Omega \subset \mathbb{R}^{3}$ an open domain (with respect to the Euclidian metric). A reduced quaternionic function of reduced quaternionic variable will be represented as

$$
u\left(x_{0}, x_{1}, x_{2}\right)=u_{0}\left(x_{0}, x_{1}, x_{2}\right)+i u_{1}\left(x_{0}, x_{1}, x_{2}\right)+j u_{2}\left(x_{0}, x_{1}, x_{2}\right)
$$

where $u_{s}: \Omega \subset \mathbb{R}^{3} \rightarrow \mathbb{R}, s=0,1,2$. Moreover, properties such as continuity will be ascribed to $u$ if and only if all its components $u_{s}$ verify it, that is, $u \in C^{2}(\Omega)$ iff $u_{s} \in C^{2}(\Omega)$, for $s=0,1,2$.

We are now in conditions to characterize solutions of system (1.6):
Definition 1.1. Let $\Omega \subset \mathbb{R}^{3}$ be an open set. If $u=u_{0}+i u_{1}+j u_{2}: \Omega \rightarrow \mathbb{R}^{3}$ is in $C^{1}(\Omega)$ and its components satisfy (1.6) then we say that $u$ is an axialhypermonogenic function in $\Omega$.

We finalize the section with the notation used for our cylindrical coordinates. As seen,

$$
x=x_{0}+i x_{1}+j x_{2}=x_{0}+i \rho \cos \theta+j \rho \sin \theta
$$

that is to say,

$$
x_{0}=x_{0}, \quad x_{1}=\rho \cos \theta, \quad x_{2}=\rho \sin \theta
$$

with $\rho=\sqrt{x_{1}^{2}+x_{2}^{2}}$, and $\theta=\arctan \frac{x_{2}}{x_{1}}\left(x_{1} \neq 0\right)$. Moreover, we denote by

$$
r=\sqrt{x_{0}^{2}+x_{1}^{2}+x_{2}^{2}}=\sqrt{x_{0}^{2}+\rho^{2}}
$$

the norm of our reduced quaternionic variable $x$.

## 2. Two Generalizations of the Cauchy-Riemann System in $\mathbb{R}^{\mathbf{3}}$ in Cylindrical Coordinates and its Connection with the Class of Slice-Monogenic Functions

The differences and similarities of the above mentioned systems can best be seen in terms of cylindrical coordinates. This is due to the fact that it is closely connected with Fueter's construction [13] and the symmetry of system (1.6). Indeed, restricting to the meridional plane spanned by $\left(x_{0}, \rho\right)$ the Riesz system (1.2) becomes a Vekua-type system (see, e.g., [21]):

$$
\left\{\begin{array}{l}
\rho\left(\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{\rho}}{\partial \rho}\right)-u_{\rho}=0,  \tag{2.1}\\
\frac{\partial u_{0}}{\partial \rho}=-\frac{\partial u_{\rho}}{\partial x_{0}}
\end{array}\right.
$$

where

$$
\begin{equation*}
u_{0}=\frac{\partial h}{\partial x_{0}}, \quad u_{\rho}=-\frac{\partial h}{\partial \rho} . \tag{2.2}
\end{equation*}
$$

In terms of Fueter's construction we have:

$$
\begin{equation*}
F(x)=u_{0}(x)+i u_{1}(x)+j u_{2}(x)=u_{0}\left(x_{0}, \rho\right)+I u_{\rho}\left(x_{0}, \rho\right), \tag{2.3}
\end{equation*}
$$

with

$$
\begin{aligned}
& u_{1}=\frac{x_{1}}{\rho} u_{\rho}\left(x_{0}, \rho\right)=u_{\rho}\left(x_{0}, \rho\right) \cos \theta \\
& u_{2}=\frac{x_{2}}{\rho} u_{\rho}\left(x_{0}, \rho\right)=u_{\rho}\left(x_{0}, \rho\right) \sin \theta
\end{aligned}
$$

Furthermore, we also recall that the Laplace equation under conditions $\frac{\partial h}{\partial \theta}=$ $\frac{\partial^{2} h}{\partial \theta^{2}}=0$ can be represented in the form of the Weinstein equation

$$
\begin{equation*}
\rho\left(\frac{\partial^{2} h}{\partial x_{0}^{2}}+\frac{\partial^{2} h}{\partial \rho^{2}}\right)+\kappa \frac{\partial h}{\partial \rho}=0 \tag{2.4}
\end{equation*}
$$

in the framework of generalized axially symmetric potential theory (GASPT, see e.g., $[10,16,19,31])$ with integer parameter $\kappa$.

Our system (1.6) can be considered as a Cauchy-Riemann system in the meridional plane spanned by $\left(x_{0}, \rho\right)$ :

$$
\left\{\begin{array}{l}
\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{\rho}}{\partial \rho}=0  \tag{2.5}\\
\frac{\partial u_{0}}{\partial \rho}=-\frac{\partial u_{\rho}}{\partial x_{0}}
\end{array}\right.
$$

where, in terms of Fueter's construction, we have

$$
\begin{align*}
& F(x)=u_{0}+i u_{1}+j u_{2}=u_{0}\left(x_{0}, \rho\right)+I u_{\rho}\left(x_{0}, \rho\right) \\
& u_{1}=u_{\rho}\left(x_{0}, \rho\right) \cos \theta, \quad u_{2}=u_{\rho}\left(x_{0}, \rho\right) \sin \theta, \quad u_{\rho}=-\frac{\partial h}{\partial \rho} \tag{2.6}
\end{align*}
$$

Hereby, one can easily see the difference with system (1.5) which does not have a nice form when restricted to the variables $\left(x_{0}, \rho\right)$. For convenience to the reader we just provided the following hyperbolic version of the Laplace equation (1.3):

$$
\begin{equation*}
\sin ^{2} \theta\left(\frac{\partial^{2} h}{\partial x_{0}{ }^{2}}+\frac{\partial^{2} h}{\partial \rho^{2}}\right)=0 . \tag{2.7}
\end{equation*}
$$

Let us give some remarks on the above systems, in particular about its connection with slice-monogenic functions in $\mathbb{R}^{3}$. In 2007 Gentili and Struppa [9,14] defined Cullen regular functions (nowadays mainly called slicemonogenic or slice-regular functions, see, e.g. $[7,15]$ ). These are defined as reduced quaternion-valued functions $F$ which fulfill the following equation $D F=\left(\frac{\partial}{\partial x_{0}}+I \frac{\partial}{\partial \rho}\right) F=0$ on each slice domain belonging to the plane spanned by 1 and $I \in S^{2}$. Let us point out that a priori $D$ and $F$ are non-commutative which allows in fact to define left- and right-slice-monogenic functions [8].

Now, if we additionally impose $F$ being of the form $F=u_{0}\left(x_{0}, \rho\right)+$ $I u_{\rho}\left(x_{0}, \rho\right)$ then the above definition can be written as the Cauchy-Riemann system (2.5) in the meridional plane:

$$
\left\{\begin{array}{l}
\frac{\partial u_{0}}{\partial x_{0}}-\frac{\partial u_{\rho}}{\partial \rho}=0 \\
\frac{\partial u_{0}}{\partial \rho}=-\frac{\partial u_{\rho}}{\partial x_{0}}
\end{array}\right.
$$

which corresponds to Fueter's construction [13]. In 2008 Gürlebeck, Habetha and Sprößig [17] described basic analytical properties of elementary radially holomorphic functions in $\mathbb{R}^{n+1}$, in particular the paravector-valued powers and the exponential function. Here radially holomorphic functions also correspond to Fueter's construction and is also another way of looking at slicemonogenic functions of the special type (2.5).

For us it is important to point out that the class of slice-monogenic functions can be physically interpreted as the class of solutions of the static Maxwell system in axially symmetric inhomogeneous medium with dielectric permittivity $\varepsilon=\rho^{-1}$ in $\mathbb{R}^{3}$, thus, characterizing meridional electrostatic fields in terms of [20].

Let us look at some examples generated by specific potentials which are standard examples in the modeling of electrostatic potentials.

Example 1. The function $\overline{f(x)}=\overline{x^{-1}}=\operatorname{grad} h, x \neq 0$, conjugated to the reduced quaternionic inversion describes the classical inversion transformation in $\mathbb{R}^{3}$. The inversion transformation can be interpreted as an electrostatic field of a single isolated positive electric charge in the case of the static Maxwell system in inhomogeneous medium with dielectric permittivity $\varepsilon=\rho^{-1}$ in $\mathbb{R}^{3}$. The potential function has the following form: $h\left(x_{0}, x_{1}, x_{2}\right)=\ln |x|+C=\frac{1}{2} \ln \left(x_{0}^{2}+x_{1}^{2}+x_{2}^{2}\right)+C \quad(\mathrm{C}$ is an arbitrary constant).

Example 2. Consider the $n$-th power as function of the reduced quaternionic variable $F(x)=x^{n}$. The restriction to the unit sphere $S^{2}$ in $\mathbb{R}^{3}$ can be characterized as the reduced quaternionic form of the exponential function $e^{I n \varphi}$ on $S^{2}$, instead of the unit circle $S^{1}$ in classical complex analysis (see, e.g., [18] in modern quaternionic analysis).

Functions $x^{n}$ and $\overline{x^{n}}$ map the unit sphere $S^{2}$ to itself in $\mathbb{R}^{3}$.
Corresponding meridional electrostatic fields:
$\overline{F(x)}=\overline{x^{n}}=r^{n}(\cos n \varphi-i \sin n \varphi \cos \theta-j \sin n \varphi \sin \theta)$.
The potential function has the following form:
$h\left(x_{0}, x_{1}, x_{2}\right)=r^{n+1} \cos (n+1) \varphi+C(\mathrm{C}$ is an arbitrary constant $)$.

On the other side, $x^{-n}=r^{-n}[\cos (-n \varphi)+i \sin (-n \varphi) \cos \theta+j \sin (-n \varphi) \sin \theta]$. Corresponding meridional electrostatic fields:
$\overline{x^{-n}}=r^{-n}(\cos n \varphi+i \sin n \varphi \cos \theta+j \sin n \varphi \sin \theta)$.
Functions $x^{n}$ and $\overline{x^{n}}$ map the interior of the unit ball $B^{3}$ to itself in $\mathbb{R}^{3}$, whereas functions $x^{-n}$ and $\overline{x^{-n}}$ map the interior of the unit ball $B^{3}$ to the exterior of $B^{3}$.
The potential function for electrostatic fields $\overline{x^{-n}}, n \neq 1$, has the following form: $h\left(x_{0}, x_{1}, x_{2}\right)=r^{-n+1} \cos (-n+1) \varphi+C$ ( C is an arbitrary constant).

Example 3. The exponential function of the reduced quaternionic variable $F(x)=e^{\gamma x}=e^{\gamma x_{0}}(\cos (\gamma \rho)+I \sin (\gamma \rho))$, where $\gamma \in \mathbb{R}$.
Corresponding meridional electrostatic fields:
$\overline{F(x)}=\overline{e^{\gamma x}}=e^{\gamma x_{0}}(\cos (\gamma \rho)-I \sin (\gamma \rho))$.
Functions $e^{\gamma x}$ and $\overline{e^{\gamma x}}$ map the horizontal plane $x_{0}=0$ to the sphere of radius $e^{\gamma x_{0}}$ in $\mathbb{R}^{3}$. Respectively functions $e^{\gamma x}$ and $\overline{e^{\gamma x}}$ map the plane $x_{0}=a=$ const to the sphere of radius $e^{\gamma a}$ in $\mathbb{R}^{3}$.
The potential function has the following form:
$h\left(x_{0}, x_{1}, x_{2}\right)=e^{\gamma x_{0}} \cos (\gamma \rho)+C(\mathrm{C}$ is an arbitrary constant $)$.

## 3. Explicit Representations of a General Class of Solutions of the Static Maxwell System in Inhomogeneous Medium with Dielectric Permittivity $\varepsilon=\rho^{-1}$

As was mentioned in the beginning in 2010 Khmelnytskaya et al. [20] studied properties of class of the meridional electrostatic fields, and additionally studied properties of class of the transverse electrostatic fields as analytic solutions of the static Maxwell system in axially symmetric inhomogeneous media.

In the case of meridional fields the vector $\vec{E}$ is independent of the angular coordinate $\theta$, that is, the component $E_{\theta}$ of the vector $\vec{E}$ vanishes identically. This means that the vector of such field belongs to a plane spanned by the axis $x_{0}$ and the distance described by the cylindrical radial variable. The field then is completely described by a two-component vector-function in the meridional plane.

In the other case we have the condition that the vector $\vec{E}$ is independent of $x_{0}$ and the first component vanishes. The vector representing such a field belongs to a plane perpendicular to the axis $x_{0}$ and the corresponding model is described by a 2 D -vector in the plane $\left(x_{1}, x_{2}\right)$.

Thus, the above statement describes the physical meaning of the cylindrical radial variable in both cases of system (1.5) and system (1.6). Furthermore, under the special condition $x_{1} \frac{\partial h}{\partial x_{2}}=x_{2} \frac{\partial h}{\partial x_{1}}$ and $x_{2} \neq 0$ solutions of the system (1.5) are solutions of the system (1.6) and vice versa.

Our examples of elementary functions of the reduced quaternionic variable, associated with classical holomorphic functions, represent meridional fields $\vec{E}=\left(E_{0}, E_{1}, E_{2}\right)$ of the static Maxwell system (1.1) in inhomogeneous medium with dielectric permittivity $\varepsilon=\rho^{-1}$ : In particular, we have to deal
with meridional fields of positive and negative single charges. Potential functions $h=h\left(x_{0}, x_{1}, x_{2}\right)$ have the physical meaning of electrostatic potentials.

More general models of electrostatic fields in inhomogeneous media in the form of analytical solutions of the static Maxwell system are very interesting in many applications (see, e.g., [23,24]). In particular, problems of refraction in inhomogeneous dielectric media are actual in geometrical optics (see, e.g., [3]). This connection with slice-monogenic functions allows to adapt the ideas of [25] to the present case which we are planning to do in future work.

To construct basic solutions of system (1.6) we proceed in the usual way by separation of variables $\left\{\left(x_{0}, \rho\right)\right\}$ and $\{(\theta)\}$ (see, e.g., $[1,2,29]$ ).

Since the Laplace operator in $\mathbb{R}^{3}$ in cylindrical coordinates for $h\left(x_{0}, \rho, \theta\right)$ $=g\left(x_{0}, \rho\right) s(\theta)$ is given by

$$
\Delta h=s(\theta) \frac{\partial^{2} g}{\partial x_{0}^{2}}+s(\theta) \frac{\partial^{2} g}{\partial \rho^{2}}+\frac{s(\theta)}{\rho} \frac{\partial g}{\partial \rho}+\frac{g}{\rho^{2}} \frac{\partial^{2} s}{\partial \theta^{2}}
$$

we obtain for the axially symmetric Laplace-Beltrami equation (1.7) in $\mathbb{R}^{3}$ in cylindrical coordinates under condition $h\left(x_{0}, \rho, \theta\right)=g\left(x_{0}, \rho\right) s(\theta)$ :

$$
\begin{equation*}
s(\theta) \rho^{2}\left(\frac{\partial^{2} g}{\partial x_{0}^{2}}+\frac{\partial^{2} g}{\partial \rho^{2}}\right)+g \frac{\partial^{2} s}{\partial \theta^{2}}=0 \tag{3.1}
\end{equation*}
$$

If $g\left(x_{0}, \rho\right) s(\theta) \neq 0$ we get

$$
\begin{equation*}
\frac{\rho^{2}}{g}\left(\frac{\partial^{2} g}{\partial x_{0}{ }^{2}}+\frac{\partial^{2} g}{\partial \rho^{2}}\right)=-\frac{1}{s(\theta)} \frac{\partial^{2} s}{\partial \theta^{2}}=\lambda^{2} \quad(\lambda=\text { const } \in \mathbb{R}) \tag{3.2}
\end{equation*}
$$

Then Eq. (3.2) is equivalent to the following system of equations

$$
\left\{\begin{array}{l}
\frac{\partial^{2} g}{\partial x^{2}}+\frac{\partial^{2} g}{\partial \rho^{2}}-\frac{\lambda^{2}}{\rho^{2}} g=0  \tag{3.3}\\
\frac{d^{2} s(\theta)}{d \theta^{2}}+\lambda^{2} s(\theta)=0
\end{array}\right.
$$

In particular, solutions of the second equation in (3.3) have the wellknown form $s(\theta)=C_{1} \cos \lambda \theta+C_{2} \sin \lambda \theta$. Additionally, the periodicity of $s$ implies $\lambda \in \mathbb{Z}$.

For the first equation in (3.3) let us consider solutions in the form: $g\left(x_{0}, \rho\right)=e^{\beta x_{0}} \Upsilon(\rho), \beta=$ const $\in \mathbb{R}$, then

$$
\begin{equation*}
\frac{\partial^{2} g}{\partial x_{0}^{2}}+\frac{\partial^{2} g}{\partial \rho^{2}}-\frac{\lambda^{2}}{\rho^{2}} g=\beta^{2} e^{\beta x_{0}} \Upsilon(\rho)+e^{\beta x_{0}} \frac{\partial^{2} \Upsilon(\rho)}{\partial \rho^{2}}-\frac{\lambda^{2}}{\rho^{2}} e^{\beta x_{0}} \Upsilon(\rho)=0 \tag{3.4}
\end{equation*}
$$

or, since $\Upsilon(\rho)$ is a function of one real variable $\rho$, in the equivalent form:

$$
\begin{equation*}
\rho^{2} \frac{d^{2} \Upsilon(\rho)}{d \rho^{2}}+\left(\beta^{2} \rho^{2}-\lambda^{2}\right) \Upsilon(\rho)=0 \tag{3.5}
\end{equation*}
$$

Changing $\Upsilon(\rho)$ into a function $\Upsilon_{1}\left(\rho_{1}\right)$ according to $\rho=\beta \rho_{1}{ }^{-1}, \Upsilon=$ $\beta^{-\frac{1}{2}} \rho_{1}^{\frac{1}{2}} \Upsilon_{1}$ (see, e.g., [22,30]) allows us to transform the linear differential equation (3.5) to a Bessel equation:

$$
\begin{equation*}
\rho_{1}^{2} \frac{d^{2} \Upsilon_{1}\left(\rho_{1}\right)}{d \rho_{1}{ }^{2}}+\rho_{1} \frac{d \Upsilon_{1}\left(\rho_{1}\right)}{d \rho_{1}}+\left(\rho_{1}^{2}-\lambda^{2}-\frac{1}{4}\right) \Upsilon_{1}\left(\rho_{1}\right)=0 . \tag{3.6}
\end{equation*}
$$

Its linear independent solutions are $\Upsilon_{1}\left(\rho_{1}\right)=A_{1} J_{\frac{\sqrt{4 \lambda^{2}+1}}{2}}\left(\rho_{1}\right)+A_{2}$ $J_{-\frac{\sqrt{4 \lambda^{2}+1}}{2}}\left(\rho_{1}\right)$ which leads to the solution

$$
\Upsilon(\rho)=A_{1} \sqrt{\frac{2 \beta}{\pi}} \frac{1}{\rho} j \frac{\sqrt{4 \lambda^{2}+1}-1}{2}\left(\frac{\beta}{\rho}\right)+A_{2}(-1)^{n+1} \sqrt{\frac{2 \beta}{\pi}} \frac{1}{\rho} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)
$$

with $j_{n}$ and $y_{n}$ denoting the spherical Bessel functions of the first kind.
This leads to the following theorem.
Theorem 3.1. Basic solutions of the axially symmetric Laplace-Beltrami equation (1.8) are given in cylindrical coordinates by

$$
h_{\beta}\left(x_{0}, \rho, \theta\right)=\sum_{\lambda=0}^{\infty} e^{\beta x_{0}} g_{\beta}(\rho) s_{\beta}(\theta),
$$

with

$$
g_{\beta}(\rho)=\sqrt{\frac{2 \beta}{\pi}} \frac{1}{\rho}\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)
$$

and

$$
s_{\beta}(\theta)=\left(C_{1, \lambda} \cos (\lambda \theta)+C_{2, \lambda} \sin (\lambda \theta)\right)
$$

for $\beta \in \mathbb{R}$ and $A_{1, \lambda}, A_{2, \lambda}, C_{1, \lambda}, C_{2, \lambda}$ being constants.
The above theorem allows us to present special solutions for system (1.6). Since we have

$$
\begin{aligned}
\partial_{\rho} g_{\beta}(\rho)= & \sqrt{\frac{2 \beta}{\pi}}\left(\left(-\frac{1}{\rho^{2}}\right)\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& -\frac{\beta}{\rho^{3}}\left(A_{1, \lambda}\left(j_{\frac{\sqrt{4 \lambda^{2}+1}-3}{2}}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& \left.\left.-A_{2, \lambda}\left(y_{\frac{\sqrt{4 \lambda^{2}+3}-3}{2}}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right)\right)
\end{aligned}
$$

we get the following theorem.
Theorem 3.2. Basic solutions of system (1.6) have the form

$$
\begin{aligned}
& u_{0}\left(x_{0}, \rho, \theta\right)=\beta \sum_{\lambda=0}^{\infty} e^{\beta x_{0}} g_{\beta}(\rho) s_{\beta}(\theta) \\
& u_{1}\left(x_{0}, \rho, \theta\right)=\sum_{\lambda=0}^{\infty} e^{\beta x_{0}} \sqrt{\frac{2 \beta}{\pi}} \frac{1}{\rho^{2}}(\cos (\theta) \\
& \times\left(-\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& -\frac{\beta}{\rho}\left(A_{1, \lambda}\left(j_{\frac{\sqrt{4 \lambda^{2}+1}-3}{2}}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& \left.\left.-A_{2, \lambda}\left(y_{\frac{\sqrt{4 \lambda^{2}+3}}{2}}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right)\right) \\
& \left.\times\left(C_{1, \lambda} \cos (\lambda \theta)+C_{2, \lambda} \sin (\lambda \theta)\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\sin \theta\left(\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)\right)\right) \\
& \left.\left.\times\left(-C_{1, \lambda} \sin (\lambda \theta)+C_{2, \lambda} \cos (\lambda \theta)\right)\right)\right) \\
u_{2}\left(x_{0}, \rho, \theta\right)= & \sum_{\lambda=0}^{\infty} e^{\beta x_{0}} \sqrt{\frac{2 \beta}{\pi}} \frac{1}{\rho^{2}}(\sin (\theta) \\
& \times\left(-\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}^{2}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& -\frac{\beta}{\rho}\left(A_{1, \lambda}\left(j_{\frac{\sqrt{4 \lambda^{2}+1}-3}{2}}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}^{2}\left(\frac{\beta}{\rho}\right)\right)\right. \\
& \left.\left.-A_{2, \lambda}\left(y_{\frac{\sqrt{4 \lambda^{2}+-3}}{2}}^{2}\left(\frac{\beta}{\rho}\right)-\frac{(n+1) \rho}{\beta} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}^{2}\left(\frac{\beta}{\rho}\right)\right)\right)\right) \\
& \left.\times\left(C_{1, \lambda} \cos (\lambda \theta)+C_{2, \lambda} \sin (\lambda \theta)\right)\right) \\
& +\cos \theta\left(\left(A_{1, \lambda} j_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}^{2}\left(\frac{\beta}{\rho}\right)+A_{2, \lambda} y_{\frac{\sqrt{4 \lambda^{2}+1}-1}{2}}^{2}\left(\frac{\beta}{\rho}\right)\right)\right) \\
& \left.\left.\times\left(-C_{1, \lambda} \sin (\lambda \theta)+C_{2, \lambda} \cos (\lambda \theta)\right)\right)\right) .
\end{aligned}
$$

## 4. First-Order Symmetries

The construction of basic solutions in the previous chapter raises the question if these solutions generate all possible solutions. To answer this question we take a look at the first order symmetries, i.e. at all operators $L$ given by

$$
L u=A_{0}(x) \frac{\partial u}{\partial x_{0}}+A_{1}(x) \frac{\partial u}{\partial x_{1}}+A_{2}(x) \frac{\partial u}{\partial x_{2}}+B(x)
$$

such that

$$
\left[\Delta_{B}, L\right] u:=\left(\Delta_{B} L-L \Delta_{B}\right) u=M(x) \Delta_{B} u
$$

with an arbitrary first-order differential operator $M(x)$.
For the first term we get

$$
\begin{aligned}
{\left[\Delta_{B}, L\right] u=} & \left(2\left(x_{1}^{2}+x_{2}^{2}\right) \frac{\partial A_{1}}{\partial x_{1}}-2 x_{1} A_{1}-2 x_{2} A_{2}\right) \frac{\partial^{2} u}{\partial x_{1}^{2}} \\
& +\left(2\left(x_{1}^{2}+x_{2}^{2}\right) \frac{\partial A_{2}}{\partial x_{2}}-2 x_{1} A_{1}-2 x_{2} A_{2}\right) \frac{\partial^{2} u}{\partial x_{2}^{2}} \\
& +\left(2\left(x_{1}^{2}+x_{2}^{2}\right) \frac{\partial A_{0}}{\partial x_{0}}-2 x_{1} A_{1}-2 x_{2} A_{2}\right) \frac{\partial^{2} u}{\partial x_{2}^{2}} \\
& +2\left(\frac{\partial A_{1}}{\partial x_{2}}+\frac{\partial A_{2}}{\partial x_{1}}\right) \frac{\partial^{2} u}{\partial x_{1} \partial x_{2}}+2\left(\frac{\partial A_{0}}{\partial x_{1}}+\frac{\partial A_{1}}{\partial x_{0}}\right) \frac{\partial^{2} u}{\partial x_{0} \partial x_{1}} \\
& +\left(x_{1}^{2}+x_{2}^{2}\right)\left(2\left(\frac{\partial A_{0}}{\partial x_{2}}+\frac{\partial A_{2}}{\partial x_{0}}\right) \frac{\partial^{2} u}{\partial x_{0} \partial x_{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\left(x_{1}^{2}+x_{2}^{2}\right)\left(\Delta A_{1}+2 \frac{\partial B}{\partial x_{0}}\right)-x_{1} \frac{\partial A_{0}}{\partial x_{1}}-x_{2} \frac{\partial A_{0}}{\partial x_{2}}\right) \frac{\partial u}{\partial x_{0}} \\
& +\left(\left(x_{1}^{2}+x_{2}^{2}\right)\left(\Delta A_{1}+2 \frac{\partial B}{\partial x_{1}}\right)-x_{1} \frac{\partial A_{1}}{\partial x_{1}}-x_{2} \frac{\partial A_{1}}{\partial x_{2}}-A_{1}\right) \frac{\partial u}{\partial x_{1}} \\
& +\left(\left(x_{1}^{2}+x_{2}^{2}\right)\left(\Delta A_{1}+2 \frac{\partial B}{\partial x_{2}}\right)-x_{1} \frac{\partial A_{2}}{\partial x_{1}}-x_{2} \frac{\partial A_{2}}{\partial x_{2}}-A_{2}\right) \frac{\partial u}{\partial_{x_{2}}} \\
& +\left(x_{1}^{2}+x_{2}^{2}\right) \Delta B
\end{aligned}
$$

while for the second term we have $M(x)\left(\left(x_{1}^{2}+x_{2}^{2}\right)\left(\frac{\partial^{2} u}{\partial x_{0}^{2}}+\frac{\partial^{2} u}{\partial x_{1}^{2}} \frac{\partial^{2} u}{\partial x_{2}^{2}}\right)-x_{1} \frac{\partial u}{\partial x_{1}}-\right.$ $\left.x_{2} \frac{\partial u}{\partial x_{2}}\right)$.

Solving the system arising from the independence of the partial derivatives of $u$ we get as generators for the corresponding Lie algebra the operators $L_{1}=\frac{\partial}{\partial x_{0}}$ and $L_{2}=x_{1} \frac{\partial}{\partial x_{2}}-x_{2} \frac{\partial}{\partial x_{1}}=\frac{\partial}{\partial \theta}$.

In the same way for system (1.6) we get the symmetry operators $L_{1}=$ $\frac{\partial}{\partial x_{0}}$ and $L_{3}=x_{1} \frac{\partial}{\partial x_{2}}-x_{2} \frac{\partial}{\partial x_{1}}+i j=\frac{\partial}{\partial \theta}+i j$ as generators. Since these operators generated the whole algebra we get that all solutions of system (1.6) and solutions belonging to the kernel of the axially symmetric Laplace-Beltrami operator are generated by the basic solutions constructed in the previous section. Additionally, we would like to remark that in view of our observation of the correspondence between system (1.6) and slice-monogenic functions the above symmetry operators also represent the symmetry operators for slicemonogenic functions.
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