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iv



In submitting this thesis to the University of St Andrews I understand that I

am giving permission for it to be made available for use in accordance with the

regulations of the University Library for the time being in force, subject to any

copyright vested in the work not being affected thereby. I also understand that

the title and abstract will be published, and that a copy of the work may be made

and supplied to any bona fide library or research worker.

Signature . . . . . . . . . . . . . . . . . . . . . . . .Name Luis Descalço Date 10/07/2002

v



Abstract

In this thesis we start by considering conditions under which some standard

semigroup constructions preserve automaticity. We first consider Rees matrix

semigroups over a semigroup, which we call the base, and work on the following

questions:

(i) If the base is automatic is the Rees matrix semigroup automatic?

(ii) If the Rees matrix semigroup is automatic must the base be automatic

as well?

We also consider similar questions for Bruck-Reilly extensions of monoids and

wreath products of semigroups.

Then we consider subsemigroups of free products of semigroups and we study

conditions that guarantee them to be automatic.

Finally we obtain a description of the subsemigroups of the bicyclic monoid

that allow us to study some of their properties, which include finite generation,

automaticity and finite presentability.
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Chapter 1

Introduction

The notion of an automatic group appears in the 1980’s, beginning with the

paper [4] by G. Baumslag, S. M. Gersten, M. Shapiro and H. Short and the

book [12] by J. W. Cannon, D. B. A. Epstein, D. F. Holt, S. V. F. Levy, M.

S. Paterson and W. P. Thurston, and from then many results about automatic

groups have been published; see for example [17, 18, 19, 36, 44, 47]. In the end

of the 1990’s, the notion was generalized for semigroups and, in the paper [11]

by C. M. Campbell, E. F. Robertson, N. Ruškuc and R. M. Thomas, the authors

established the basic properties and obtained the first results about automatic

semigroups. More work about automatic semigroups was done since then; see for

example [9, 10, 13, 16, 23, 33, 34, 35, 48, 49].

Automatic groups are characterized by a geometric property of their Cayley

graph, which is intuitively the following: ”there is a constant K such that, if

two fellows travel at the same speed by two paths ending at most one edge

apart, then the distance between them is always less then K”. This property,

called the fellow traveller property, does not characterize automatic semigroups

and therefore, the geometric theory that holds for automatic groups does not

hold for automatic semigroups. Hence we have to work directly with regular

languages instead of Cayley graphs when dealing with automatic semigroups.

Nevertheless, the definition of ”automatic” for semigroups leads to an interesting

1



CHAPTER 1. INTRODUCTION 2

class of semigroups, that contains many known semigroups, and where some

properties of automatic groups naturally hold while others either require different

proofs or do not hold. The idea of defining a class of semigroups using the concept

of a regular language is quite natural and establishes an interesting connection

between semigroups and formal languages that allows us in particular to use tools

from formal languages to obtain results about semigroups; for example, in this

thesis, we often use the concept of a generalized sequential machine to deal with

semigroup constructions.

It is worth mentioning the work in [23] where four alternative definitions of

”automatic semigroup” have been considered, that are equivalent when applied

to groups, but that determine four different classes of semigroups. In this context

we can say that our work is about one of those four classes, the one considered

in [11].

In this thesis we start by studying conditions under which some standard

semigroup constructions preserve automaticity. Then we consider automaticity

of subsemigroups of free products and finally we obtain a description of the sub-

semigroups of the bicyclic monoid and study their properties, in particular their

automaticity.

We first have a short introduction, containing the essentials about regular

languages, semigroups and automatic semigroups that we will need in the thesis.

We start, in Chapter 2, by considering an example of an automatic semigroup,

the free group in n generators, and by studying in detail its automatic structure.

In Chapter 3 we establish some results regarding regular languages, that will be

useful when constructing automatic structures from known automatic structures.

In Chapter 4 we consider Rees matrix semigroups over a semigroup, which we

call the base, and work on the following questions:

(i) If the base is automatic is the Rees matrix semigroup automatic?

(ii) If the Rees matrix semigroup is automatic must the base be automatic

as well?
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In Chapter 5 we consider similar questions for Bruck-Reilly extensions of monoids

and wreath products of semigroups. Subsemigroups of free products of semi-

groups are studied in Chapter 6, where we start by considering subsemigroups of

free semigroups. Finally in Chapters 7 and 8 we obtain a description of the sub-

semigroups of the bicyclic monoid and we study some of their properties which

include finite generation, automaticity and finite presentability.

1 Regular languages and automata

In this section we present the more relevant definitions and known results about

regular languages and automata we will require in this thesis and we establish our

notation. Further results, that are only used in a single chapter, will be stated in

that chapter.

Let A be a finite set. We define

A+ = {a1 . . . an : a1, . . . , an ∈ A, n ∈ N},

where N is the set of the positive integers, to be the set of all finite sequences

of elements of A (with at least one element). We say that A is an alphabet and

the elements of A+ are called words. Given w ∈ A+ we denote by |w| the length

of w, which is the number of elements of A that form the word w. We define

A∗ = A+ ∪{ε}, where ε is not an element of A+, and we call language any subset

of A∗. We define the operation concatenation on A∗ by

· :A∗ × A∗ → A∗;

a1 . . . an · b1 . . . bm = a1 . . . anb1 . . . bm (n,m ∈ N),

a1 . . . an · ε = ε · a1 . . . an = a1 . . . an (n ∈ N),

ε · ε = ε,

and we often write w1w2 instead of w1 ·w2 for w1, w2 ∈ A∗. It is convenient to see

ε as a sequence with no elements and so we call ε the empty word and we have

|ε| = 0, by convention. Hence we can write

A∗ = {a1 . . . an : a1, . . . , an ∈ A, n ∈ N0}.
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For w ∈ A∗ we define w0 = ε and wn+1 = w · wn (n ∈ N0). We observe that the

operation · is an associative operation, i.e. we have (w1 · w2) · w3 = w1 · (w2 · w3)

for any w1, w2, w3 ∈ A∗.

Given two languages L,K ⊆ A∗ we define their concatenation L ·K by

L ·K = {w1 · w2 : w1 ∈ L,w2 ∈ K}

and we often write LK instead of L ·K. Given a language L we define

L0 = {ε},

Ln+1 = L · Ln (n ∈ N0),

L∗ =
⋃∞
n=0 L

n = {w1 · w2 · . . . · wn : w1, w2, . . . , wn ∈ L, n ∈ N0}

and we call ∗ the Kleene star operation.

We say that a language is regular if it can be obtained from finite subsets of

A∗ by finitely many applications of ∪ (union), · (concatenation) and ∗ (Kleene’s

star operation). For example, if we define A = {b, c}, then the language M =

{cnbm : n,m ∈ N0} is regular because we have M = {c}∗ · {b}∗.

A finite state automaton (or simply an automaton) is a quintuple

A = (Q,A, µ, q0, T )

where Q is a finite set called the set of states, A is an alphabet called the input

alphabet, µ is a function µ : Q × A → P(Q) called the transition (we denote by

P(Q) the set of all subsets of Q), q0 ∈ Q is called the initial state and T ⊆ Q is

the set of terminal states. The situation q′ ∈ (q, a)µ, for q, q′ ∈ Q, a ∈ A, can

be intuitively understood the following way: if A is in state q and reads input a

then it can move to state q′.

An automaton can also be seen as a directed graph with vertices Q and an

edge (q, a, q′) for each q, q′ ∈ Q, a ∈ A such that q′ ∈ (q, a)µ. We represent an

edge (q, a, q′) by q
a
−→ q′. We define a path π in the automaton to be a sequence

of edges

(q1, a1, q2), (q2, a2, q3), . . . , (qn, an, qn+1),
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22

Figure 1.1: An automaton recognizing {cnbm : n,m ∈ N0}

where q1, . . . , qn+1 ∈ Q, a1, . . . , an ∈ A, and we represent it by

π : q1
a1−→ q2

a2−→ . . .
an−→ qn+1, (1.1)

or a single triple (q, ε, q), with q ∈ Q, that we represent by

π : q
ε
−→ q.

We say that a path is a successful path if it starts in the initial state and ends in

a terminal state. We say that the path π above is labeled by a1 . . . an (or by ε).

We write simply

π : q
w
−→ q′,

with w ∈ A∗, to mean that π is a path in A from state q to state q′ labeled by w.

We say that a word w ∈ A∗ is recognized by the automaton A if there exists a

successful path π in A labeled by w; we observe that the empty word ε is recog-

nized if and only if the initial state is a terminal state. The language recognized

by the automaton A is the set of all words that are recognized by A; we denote it

by L(A). A language is recognizable if there exists an automaton that recognizes

it. For example, the language M defined above, is recognized by the automaton

given by Figure 1.1; the figure also illustrates how an automaton can be defined

by a picture: the incoming arrow marks the initial state q0 and the two outgoing

arrows mark the two terminal states q0 and q1. It is well known that the classes

of regular and recognizable languages coincide (see for example [28]) and we will

use both terms as synonyms.

We say that an automaton is deterministic if the set (q, a)µ has at most

one element for any q ∈ Q, a ∈ A, and non deterministic otherwise. For a
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deterministic automaton we can write q′ = qw, if there is a path from state q

to state q′ labeled by the word w. We say that an automaton is complete if for

any q ∈ Q, a ∈ A the set (q, a)µ has at least one element. We note that if an

automaton is deterministic and complete then the transition µ can be seen as a

function from Q × A to Q. It is known that if a language is regular then there

exists a deterministic and complete automaton recognizing it; see [28]. Figure 1.1

is an example of a deterministic and complete automaton; we can remove state

q2 and the arrows arriving to it, to obtain an example of a non deterministic

automaton recognizing the same language.

We say that a state q is accessible if there exists a path from the initial state

to q and co-accessible if there exists a path from q to a terminal state. If q is

a non co-accessible state and (q, a)µ ⊆ {q} for all a ∈ A we say that q is a fail

state. In Figure 1.1, the state q2 is a fail state.

For a word w = a1 . . . an with a1, . . . , an ∈ A, given t ∈ N0, we define w(t) =

a1 . . . at for t ≤ n and w(t) = w otherwise. For a language L ⊆ A∗ we define

Pref(L) = {w(t) : w ∈ L, t ∈ N0} = {w ∈ A∗ : ww′ ∈ L for some w′ ∈ A∗},

Suff(L) = {w ∈ A∗ : w′w ∈ L for some w′ ∈ A∗},

Subw(L) = {w ∈ A∗ : w′ww′′ ∈ L for some words w′, w′′ ∈ A∗}.

We now present some known results about regular languages that we will need

in the thesis. The proofs of these results can be found in [27], for example.

Proposition 1.1 Let A be an alphabet. Then we have:

(i) ∅, A+ and A∗ are regular;

(ii) Any finite subset of A∗ is regular;

(iii) If L,K ⊆ A∗ are regular, then L ∪ K, L ∩ K, L − K, LK, L∗,

Pref(L), Suff(L) and Subw(L) are regular.

We will use this proposition without explicitly referring to it, and we will say

that a language is regular as soon as we can write it, for example, as a finite

union of languages that we know are regular.
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Lemma 1.2 (The Pumping Lemma) Let L be an infinite recognizable lan-

guage in A∗. Then there exists a positive integer N such that every word z in L

of length exceeding N can be factorized as z = uvw in such a way that:

(i) u,w ∈ A∗, v ∈ A+;

(ii) |uv| ≤ N ;

(iii) uvmw ∈ L for every m ≥ 0.

This lemma is normally useful to prove that a language is not regular. For

example, the language L = {cnbn : n ∈ N} ⊆ {b, c}+ is not regular. Suppose it

is regular and let N by the constant given by the Pumping Lemma. If we take

a word cnbn ∈ L with n > N then, by the lemma, there exist numbers i, j ∈ N0

and k ∈ N such that i+ j + k = n and the words of the form cicmkcjbn belong to

L for every m ≥ 0. In particular we would have ci+jbn ∈ L with i+ j < n which

is not true.

2 Semigroups

For an introduction about semigroup theory we refer the reader to [29]. In this

section we introduce the more relevant definitions and results about semigroups

for this thesis. In Appendix A we include the remaining semigroup theory we

require.

Let S be a set and let · : S ×S → S be an operation on S. We say that (S, ·)

is a semigroup if the operation is associative. If S has an identity, i.e. there exists

e ∈ S such that s ·e = e ·s = s for all s ∈ S, then we say that (S, ·, e) is a monoid.

We say simply that S is a semigroup (monoid) when it is clear which operation

on S (and which identity) we are considering. We write simply s1s2 instead of

s1 · s2 for s1, s2 ∈ S. For example, A+ is a semigroup under concatenation and

A∗ is a monoid with identity ε.
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Let S, T be two semigroups. A function ψ : S → T is a (semigroup) ho-

momorphism if it satisfies (s1s2)ψ = (s1ψ)(s2ψ) for all s1, s2 ∈ S. If S, T are

monoids we say that ψ : S → T is a monoid homomorphism if it is a semigroup

homomorphism and preserves the identity, i.e., the image of the identity of S by

ψ is the identity of T .

We say that a semigroup F is free on a finite set A if: (i) there is a function

α : A → F ; (ii) for every semigroup S and every function φ : A → S there

exists a unique homomorphism ψ : F → S such that αψ = φ (we observe that

most of the times we write function symbols on the right and by αψ we mean

the function αψ : A→ S; a 7→ (aα)φ). The semigroup A+ satisfies this definition

(taking α to be the identity function A → A+; a 7→ a) and we often refer to A+

as the free semigroup on A. A free monoid can be defined similarly, just replacing

”semigroup” by ”monoid” and ”homomorphism” by ”monoid homomorphism” in

the definition of free semigroup, and we refer to A∗ as the free monoid on A.

Let S be a semigroup, let A be a finite set and let θ : A → S be a function.

If the unique extension of θ to a homomorphism ψ : A+ → S is surjective, we

say that A is a (semigroup) generating set for S (with respect to ψ). If S is a

monoid and the unique extension of θ to a monoid homomorphism ψ : A∗ → S is

surjective then we say that A is a (monoid) generating set for S (with respect to

ψ). When it is clear which homomorphism is associated with the generating set

A we say simply that A is a generating set for S and we write S = 〈A〉.

We observe that, since we consider languages on A∗, it is not convenient to

see the generating set A as a subset of the semigroup S, and in fact we do not

even require the function θ : A → S to be injective. Nevertheless, whenever

possible, we will not make explicit use of the homomorphisms associated with

the generating sets, in order to simplify notation. For two words w1, w2 ∈ A∗ we

write w1 = w2 to mean that w1ψ = w2ψ and we write w1 ≡ w2 to mean that w1

and w2 are equal as words in A∗. We also write w = s and s = w with w ∈ A∗

and s ∈ S to mean that wψ = s. Finally, a product of the form x1 . . . xn where
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xi ∈ A ∪ S (i = 1, . . . , n) is considered as a product in A∗ if all factors belong to

A and as a product in S otherwise.

Given a semigroup S and a generating set A for S with respect to the homo-

morphism ψ : A+ → S we say that L ⊆ A+ is a set of normal forms for S if

Lψ = S. If the restriction ψ �L is injective we say that L is a set of unique normal

forms for S. We observe that the multiplication in the semigroup is defined when

we know how the normal forms multiply. A similar definition applies for monoids

and monoid homomorphisms.

3 Automatic semigroups

In this section we give the definition of automatic semigroup and some examples,

we give further results about regular languages and we list known results about

automatic semigroups we will need in the thesis.

To be able to deal with automata that accept pairs of words and to define

automatic semigroups, given an alphabet A, we need to define the set

A(2, $) = ((A ∪ {$}) × (A ∪ {$}))\{($, $)}

where $ is a symbol not in A (called the padding symbol) and the function δA :

A∗ × A∗ → A(2, $)∗ defined by

(a1 . . . am, b1 . . . bn)δA =





ε if 0 = m = n

(a1, b1) . . . (am, bm) if 0 < m = n

(a1, b1) . . . (am, bm)($, bm+1) . . . ($, bn) if 0 ≤ m < n

(a1, b1) . . . (an, bn)(an+1, $) . . . (am, $) if m > n ≥ 0.

We often omit the subscript A and write δ instead of δA.

Definition 1.3 Let S be a semigroup and A a finite generating set for S with

respect to the homomorphism ψ : A+ → S. The pair (A,L) is an automatic

structure for S (with respect to ψ) if:



CHAPTER 1. INTRODUCTION 10

(i) L is a regular language on A+ and Lψ = S;

(ii) L= = {(α, β)δA : α, β ∈ L, α = β} is a regular language in

A(2, $)+;

(iii) For each a ∈ A, the language La = {(α, β)δA : α, β ∈ L, αa = β}

is regular in A(2, $)+.

If a semigroup S has an automatic structure (A,L) for some A and L then we

say that S is automatic.

We observe that the definition of ”automatic” in [4] uses a set of monoid

generators instead of a set of semigroup generators. This distinction does not

make any difference as to whether a group (or monoid) is automatic (see [11]) and

we will use the definition with monoid generators whenever it is more convenient,

which is normally the case when we are working with monoids.

We should say however that, as shown in [16], if we consider the definition

with semigroup generators, then an automatic monoid has an automatic structure

(A,L) for any generating set A, and this is not true if we consider the definition

with monoid generators. Hence, working with semigroup generators, the existence

of an automatic structure for a monoid does not depend on the generating set,

as it is well known to happen for automatic groups; see [4].

Example 1.4 Let A be an alphabet. Then A+, the free semigroup on A, is

automatic. We can consider the regular language L = A+ and the pair (A,L) is

an automatic structure for the semigroup A+. In fact we have

L= = {(a1, a1) . . . (ak, ak) : k ∈ N, a1, . . . , ak ∈ A}

which is a regular language and, for each generator a ∈ A, we have

La = {(a1, a1) . . . (ak, ak)($, a) : k ∈ N, a1 . . . , ak ∈ A}

which is a regular language as well.
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Our next example is the bicyclic monoid B, which is defined by the monoid

presentation 〈b, c | bc = 1〉 (see Appendix A). A natural set of unique normal

forms for B is {cibj : i, j ≥ 0} and we shall identify B with this set. The normal

forms multiply according to the following rule:

cibjckbl =




ci−j+kbl if j ≤ k

cibj−k+l if j > k.

Example 1.5 Let A = {b, c} and L = {cibj : i, j ≥ 0}. Since the regular

language L = {c}∗{b}∗ is a set of unique normal forms for B, we have

L= = {(w,w)δA : w ∈ L},

which is a regular language, by Proposition 1.6. Since we have

Lb = {(c, c)}∗{(b, b)}∗{($, b)}

and

Lc = {(c, c)}∗{(b, b)}∗{(b, $)} ∪ {(c, c)}∗{($, c)},

the languages Lb and Lc are regular and therefore (A,L) is an automatic structure

for B.

We have the following further results about regular languages.

Proposition 1.6 Let A and B be two alphabets. We have the following:

(i) If L ⊆ A∗ and K ⊆ B∗ are a regular languages and ψ : A∗ → B∗ is

a monoid homomorphism, then Lψ and Kψ−1 are regular languages;

(ii) If L,K ⊆ A∗ are regular languages, then (L × K)δA is a regular

language;

(iii) If L is a regular language in A∗, then {(w,w)δA : w ∈ L} is a

regular language.
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Proof. See for example [27] and [4]. �

We need the following result about finite semigroups:

Theorem 1.7 Let S be a finite semigroup, X be a finite set and ψ : X+ → S be

a surjective homomorphism. For any s ∈ S the set sψ−1 is a regular language.

Proof. For an arbitrary s ∈ S we can define the automaton

As = (Q,X, µ, q0, {s}),

where Q = S ∪ {q0} is the set of states and the transition µ is defined by

(q0, x)µ = s1 if xψ = s1 (s1 ∈ S, x ∈ X)

(s1, x)µ = s2 if s1(xψ) = s2 (s1, s2 ∈ S, x ∈ X).

As we will see, this automaton is in fact the Cayley graph of the semigroup S with

respect to X, with the added initial state q0 and with terminal state s. Given

w ∈ X+ there exists a successful path q0
w
−→ s if and only if wψ = s. So we have

L(As) = sψ−1 and therefore sψ−1 is a regular language. �

We say that (A,L) is an automatic structure with uniqueness for a semigroup

S if (A,L) is an automatic structure for S and L is a set of unique normal forms.

The results from [11] we will need follow.

Proposition 1.8 If (A,L) is an automatic structure for a semigroup S then

there is an automatic structure (A,K) with uniqueness for S.

Proof. Let us choose an ordering on the finite set A. Then we can define the

shortlex ordering on A∗ by:

α < β if and only if either (i) |α| < |β| or else (ii) |α| = |β| and

α precedes β lexicographically (with respect to the ordering on A)
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and define

K = {α ∈ L : (∀β ∈ L)(α, β)δA ∈ L= =⇒ α ≤ β}.

The language K is regular by [12, Theorem 2.5.1], and the result follows from

[11, Propostion 5.3]. �

Proposition 1.9 Let S be a semigroup and let A be a generating set for S with

respect to the homomorphism ψ : A+ → S. If there exists an automatic structure

(A,L) for S then for any γ ∈ A+ the language

Lγ = Lγψ = {(α, β)δA : α, β ∈ L, αγ = β}

is regular.

Proof. Let γ ≡ a1 . . . an. The languages La1
, . . . , Lan

are all regular. So the

languages

La1a2
= { (α, α2) ∈ L× L : there exists α1 ∈ L such that

(α, α1)δA ∈ La1
, (α1, α2)δA ∈ La2

}δA,

La1a2a3
= { (α, α3) ∈ L× L : there exists α2 ∈ L such that

(α, α2)δA ∈ La1a2
, (α2, α3)δA ∈ La3

}δA,
...

La1a2...an
= { (α, β) ∈ L× L : there exists αn−1 ∈ L such that

(α, αn−1)δA ∈ La1...an−1
, (αn−1, β)δA ∈ Lan

}δA

are regular by Proposition 1.13; in particular, Lγ is regular as required. �

Proposition 1.10 Let S be a semigroup with an automatic structure (A,L) and

let α ∈ A+. If K = L ∪ {α}, then (A,K) is an automatic structure for S.

Proposition 1.11 If S is a semigroup with an automatic structure (A,L), if

B ⊆ A, and if L ∩B+ maps onto S, then (B,L ∩B+) is an automatic structure

for S.
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Proposition 1.12 Suppose that S is a semigroup with an automatic structure

(A,L) and let B = A ∪ {b} where b /∈ A. For any word α ∈ A+, we have an

automatic structure (B,K) for S, where K = L and b is mapped to the element

of S represented by α.

We have stated these results for semigroups and semigroup homomorphisms

but we note that the same results apply for monoids and monoid homomorphisms.

Proposition 1.13 Let A be an alphabet and let U and V be subsets of A∗ × A∗

such that the languages UδA and V δA are regular. Let

W = { (α, γ) ∈ A∗ × A∗ : there exists β ∈ A∗ such that

(α, β) ∈ U and (β, γ) ∈ V }.

Then WδA is regular.

Proposition 1.14 Let S be a semigroup. Then S1 is automatic if and only if S

is automatic.

We also need the following more general result, from [24]:

Proposition 1.15 Let S be a semigroup and T be a subsemigroup of S such that

the set S\T is finite. Then S is automatic if and only if T is automatic.

We will now prove another useful result:

Theorem 1.16 Let S be an automatic semigroup such that S2 = S. Then S has

an automatic structure with uniqueness (A,K) such that K ∩ A = ∅.

Proof. Let (A,L) be an automatic structure with uniqueness for S, where

L ⊆ A+. Suppose that there exists a word w ∈ L ∩ A. Let s be the element of

S represented by w. Since S2 = S there exist s1, s2 ∈ S such that s = s1s2. Let

w1, w2 ∈ L be words representing the elements s1 and s2, respectively. Defining

w′ = w1w2 we have w′ = s and w /∈ A. Letting L′ = L∪{w′} we know by Propo-

sition 1.10 that (A,L′) is an automatic structure for S. We can now consider the
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regular language L′′ = L′\{w}. Since L′′
= = L′

= ∩ (L′′ × L′′)δ and, for any a ∈ A,

L′′
a = L′

a ∩ (L′′ ×L′′)δ, the pair (A,L′′) is also an automatic structure for S (with

uniqueness). We can repeat this process until there are no more elements of the

finite set A in our language. �

The direct product of semigroups was considered in [10] where the authors

have proved the following:

Proposition 1.17 Let S and T be automatic semigroups.

(i) If S and T are infinite, then S × T is automatic if and only if

S2 = S and T 2 = T .

(ii) If S is finite and T is infinite, then S×T is automatic if and only

if S2 = S.

In [41], the authors have established necessary and sufficient conditions for

the direct product of semigroups to be finitely generated:

Proposition 1.18 Let S and T be two semigroups. If both S and T are infinite

then S×T is finitely generated if and only if both S and T are finitely generated,

S2 = S and T 2 = T . If S is finite and T is infinite then S×T is finitely generated

if and only if S2 = S and T is finitely generated.

Using this proposition, Proposition 1.17 has the following equivalent formula-

tion:

Proposition 1.19 The direct product of automatic semigroups is automatic if

and only if it is finitely generated.

The answer to the following converse question is not known even for groups:

If the direct product G1×G2 is automatic are both factors G1 and G2 necessarily

automatic?
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We now present the generalization for semigroups, considered in [11], of the

group concepts of the Cayley graph and the fellow traveller property. Let S be

a semigroup generated by a finite set A. The (right) Cayley graph Γ of S with

respect to A is the directed graph with vertex set S and an edge with label a from

s to sa for every vertex s ∈ S and every a ∈ A. If s and t are vertices of Γ, then

an (undirected) path from s to t is just a sequence of edges from s to t (regardless

of direction), and the length of the path is the number of edges it contains. We

define the distance d(s, t) from s to t to be the smallest length of a path from s

to t if such path exists, and to be infinite otherwise. Let L ⊆ A+ be a regular

set of normal forms for S, then Γ is said to have the fellow traveller property

with respect to L if there exists a constant K such that, whenever α, β ∈ L

with d(α, β) ≤ 1, we have d(α(t), β(t)) ≤ K for all t ≥ 1. The fellow traveller

property characterizes automatic groups (see [4]) and for semigroups we still have

the following:

Proposition 1.20 If S is a semigroup with an automatic structure (A,L) and

if Γ is the Cayley graph of S with respect to A, then Γ has the fellow traveller

property with respect to L.

Proof. See [11]. �

As observed in [11], any non automatic semigroup with a zero, for example,

has the fellow traveller property, and so the converse of this proposition is not

true.

Finally, we say that a semigroup is prefix-automatic or p-automatic if it has

an automatic structure (A,L) such that the set

L′
= = {(w1, w2)δA : w1 ∈ L,w2 ∈ Pref(L), w1 = w2}

is also regular. It is known that the notions of ”automatic” and ”p-automatic”

coincide for groups and more generally for right cancellative monoids (see [49])

but it is an open question if they coincide for semigroups.
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For more details on automatic semigroups the reader is referred to [11] (intro-

duction), [49] (geometric aspects and p-automaticity), [33, 34, 35] (computational

and decidability aspects), [9, 10] (semigroup constructions) and [16] (invariance

under change of generators).



Chapter 2

Syntactic monoids of an

automatic structure for the free

group

We will consider the free group in n generators, as an example of an automatic

semigroup. We start by defining a natural automatic structure for the free group.

Then we study the syntactic monoids associated with the regular languages that

constitute this automatic structure.

1 Automatic structure

Let G be the free group in the n group generators a1, ..., an. In order to define

an automatic structure for G we consider the set of monoid generators A =

{a1, ..., a2n} and the monoid presentation

〈a1, . . . , a2n | aia2n+1−i = a2n+1−iai = 1 (i = 1, . . . , n)〉.

The language we consider to represent the elements of G is then formed by the

sequences of generators from A such that a generator does not precede its inverse

18
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which, according to our monoid presentation, can be simply written as

L = A∗ − (
⋃

i=1,...,2n

A∗aia2n+1−iA
∗).

We will prove that the pair (A,L) is an automatic structure for the free group

G. This is a well known result (see [12]), but we include it for completeness. The

language L is clearly regular and, since L is a set of unique normal forms for the

free group, the language L= is regular as well. Let us fix a generator ah in A and

prove that the language

Lah
= {(w1, w2)δA : w1, w2 ∈ L,w1ah = w2}

is regular. We take an arbitrary word w1 ∈ L and find out which words w2 ∈ L

we can obtain multiplying w1 by the generator ah on the right. If the last letter

in the word w1 is not the inverse, a2n+1−h, of ah then we have w2 ≡ w1ah. But if

the last letter in w1 is a2n+1−h then we have w1 ≡ w′
1a2n+1−h, where the prefix w′

1

of w1 is a word in L that does not end with letter ah, and so w2 ≡ w′
1. Therefore

we can write

Lah
=

⋃

1≤j≤2n

j 6=2n+1−h

{(w,w)δA · ($, ah) : w ∈ {ε} ∪ (L ∩ A∗aj)}∪

⋃

1≤j≤2n

j 6=h

{(w,w)δA · (a2n+1−h, $) : w ∈ {ε} ∪ (L ∩ A∗aj)}.

To prove that Lah
is regular it now suffices to prove that each set in this finite

union is regular. The sets appearing in the union are obtained concatenating a

set of the form {(w,w)δA : w ∈ {ε}∪ (L∩A∗aj)}, which is regular by Proposition

1.6, with a singleton set and therefore they are regular.

Instead of proving that the languages L and Lah
are regular by building them

using simpler languages that we know are regular we can define automata that

recognize the languages. We will do that, to illustrate this alternative way of

proving regularity but also because we will use the automata in the following

section to obtain the syntactic monoids of our languages. Let

A = (Q,A, µ, q0, T ) (2.1)
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be an automaton, where Q = {q0, . . . , q2n+1} is the set of states, q0 is the initial

state, the alphabet A is our generating set, the transition µ : Q × A → Q is

defined by

(qi, aj)µ = q2n+1 if i ∈ {2n+ 1, 2n+ 1 − j}

(qi, aj)µ = qj otherwise

where i = 0, . . . , 2n + 1; j = 1, . . . , 2n, and the set of terminal states is T =

Q\{q2n+1}. We observe that the automaton has only one non terminal state,

which is the fail state q2n+1. This automaton, for n = 2, is illustrated in Figure

2.1 (note that, for clarity, we did not represent the arrows ending in the fail state).

The only way to enter the fail state is by an arrow labeled by aj starting from a

state q2n+1−j , for some j, and the only way to enter state q2n+1−j is by an arrow

labeled by a2n+1−j . Therefore, a word in w ∈ A∗ will take us from the initial state

q0 to the fail state q2n+1 if and only if w has the form w′a2n+1−jajw
′′ for some

words w′, w′′ ∈ A∗, which means that w /∈ L. We conclude that L(A) = L.

We now define automata to recognize the languages Lah
(ah ∈ A),

Ah = (Q′, A(2, $), µh, q0, T
′),

where Q′ = {q0, . . . , q2n+2} is the set of states, q0 is the initial state, A is again

the monoid generating set for G, the transition µh is defined by

(qi, (aj, aj))µh = qj if i /∈ {2n+ 1 − j, 2n+ 1, 2n+ 2}

(qi, ($, ah))µh = q2n+2 if i /∈ {2n+ 1 − h, 2n+ 1, 2n+ 2}

(qi, (a2n+1−h, $))µh = q2n+2 if i /∈ {h, 2n+ 1, 2n+ 2}

(qi, p)µh = q2n+1 in all other cases

for i = 0, . . . , 2n+2; j = 1, . . . , 2n and p ∈ A(2, $), and the set of terminal states

is T ′ = {q2n+2}.

Observing Figure 2.2, where the automaton A1 is represented for n = 2 (again

the arrows ending in the fail state q2n+1 are not represented), we see that this

automaton is very similar to A. If w ∈ L, then the word (w,w)δA will move us

from the initial state to some state qj ∈ {q0, . . . , q2n}, from where we can move to
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the terminal state following an arrow labeled by (a2n+1−h, $) if j 6= h or following

an arrow labeled by ($, ah) if j 6= 2n + 1 − h. It is clear, from the definition

of µh, that there is no other way to construct a successful path and so we have

L(Ah) = Lah
.

2 Syntactic monoids

The characterization of regular languages in terms of their syntactic monoids,

is described in Chapter 3 of [28], and this reference constitutes our motivation

to study syntactic monoids. We start by reproducing the definitions and results

from [28] we will need. Let A be a finite alphabet and let L ⊆ A∗. The syntactic

congruence σL on A∗ is defined by

σL = {(w, z) ∈ A∗ × A∗ : (∀u, v ∈ A∗) uwv ∈ L if and only if uzv ∈ L},

and the syntactic monoid of L, denoted by Syn(L), is A∗/σL. We say that a

language L is recognized by a monoid M if there exists a morphism ψ : A∗ →M

and a subset P of M such that ψ−1(P ) = L. A language is always recognized by

its syntactic monoid and we have

Proposition 2.1 Let A be a finite alphabet and let L ⊆ A∗. The following

statements are equivalent:

(i) L is a rational subset of A∗;

(ii) Syn(L) is finite;

(iii) L is recognized by a finite monoid M .

Given a deterministic automaton A = (Q,A, µ, q0, T ) we define the congruence σ

on A∗ by

wσz if and only if (∀q ∈ Q) qw = qz.

The monoid A∗/σ is finite and denoting by w̄ the σ-class of w we can define an

action of A∗/σ on Q by the rule that

qw̄ = qw (q ∈ Q,w ∈ A∗).
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Since we have the implication

(∀q ∈ Q, qw̄ = qz̄) =⇒ w̄ = z̄,

each element w̄ ∈ A∗/σ can be seen as a different transformation in TQ and

we call the submonoid A∗/σ of TQ the transformation monoid of the automaton

A and denote it by TM(A). For each q ∈ Q let us denote the subset {w ∈

A∗ : qw ∈ T} of A∗ by q−1T , and let us define the equivalence relation ρ on Q

by ρ = {(q1, q2) ∈ Q × Q : q−1
1 T = q−1

2 T}. We say that the automaton A is

reduced if ρ is the identical relation on Q, i.e., if q−1
1 T = q−1

2 T =⇒ q1 = q2.

Given a regular language L we call minimal automaton for L the complete,

deterministic, accessible, reduced automaton recognizing L, which is unique up

to an isomorphism (see [28, Theorem 3.3.10]), and by [28, Theorem 3.5.1] we have

Proposition 2.2 Let A be a finite alphabet and let L be a regular language on

A∗. The syntactic monoid of L coincides with the transformation monoid of the

minimal automaton for L.

The automata A and Ah (ah ∈ A) defined in the previous section are complete,

deterministic and accessible. We need to prove that they are also reduced. To see

that A is reduced it suffices to observe that 1−1 · T = L, q−1
2n+1 · T = ∅, and that

for i ∈ {1, . . . , 2n} we have aj ∈ q−1
i · T for j 6= 2n+ 1 − i and a2n+1−i /∈ q−1

i · T ,

which implies that q−1
1 ·T 6= q−1

2 ·T for any states q1 6= q2. Similarly, the automata

Lah
are reduced because 1−1 · T ′ = Lah

, q−1
2n+1 · T

′ = ∅, q−1
2n+2 · T

′ = {ε}, and for

i ∈ {1, . . . , 2n} we have (qi(a2n+1−i, a2n+1−i))
−1 · T ′ = ∅ and for all j 6= 2n+ 1− i

we have (qi(aj, aj))
−1 · T ′ 6= ∅ which implies q−1

1 · T ′ 6= q−1
2 · T ′ for any states

q1 6= q2.

We will now obtain the transformation monoid TM(A) which, by the previous

proposition, is the syntactic monoid of the language L. We define the transfor-

mations in TQ,

φjk : q 7→ qj if q /∈ {q2n+1−k, q2n+1}, q2n+1−k, q2n+1 7→ q2n+1;

z : q 7→ q2n+1,
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for j, k ∈ {1, . . . , 2n} and we will prove that

TM(A) = {1, φjk, z : j, k ∈ {1, . . . , 2n}}.

By definition of TM(A) it is clear that this monoid is generated by the set

Y = {ā1, . . . , ā2n} = {φ11, . . . , φ2n,2n},

which is contained in M = {1, φjk, z : j, k ∈ {1, . . . , 2n}}. We have

φjkφlm = φlk if j 6= 2n+ 1 −m,

because

q2n+1−kφjkφlm = q2n+1φjkφlm = q2n+1φlm = q2n+1

and for q /∈ {q2n+1−k, q2n+1} we have

qφjkφlm = qjφlm = ql.

Otherwise, if j = 2n + 1 − m, we have φjkφlm = z. Since z acts as a zero in

M , it follows that M is a monoid and therefore TM(A) ⊆ M . To show that

M ⊆ TM(A) it suffices to prove the following identities

φjk =φkkφjj (k 6= 2n+ 1 − j)

φj,2n+1−j =φ2n+1−j,2n+1−jφj,k (k /∈ {j, 2n+ 1 − j})

z=φkkφjj (k = 2n+ 1 − j).

The first identity holds because: φkk maps any state q /∈ {q2n+1−k, q2n+1} to qk

and, since k 6= 2n+1− j, the state qk is mapped by φjj to qj; all the other states

are mapped by φkk, and therefore by φkkφjj, to the fail state q2n+1. To check the

second identity we observe that both transformations φj,2n+1−j and φ2n+1−j,2n+1−j

map the states qj and q2n+1 to the fail state. All the other states are mapped

by φj,2n+1−j to qj and by φ2n+1−j,2n+1−j to q2n+1−j and, since k 6= j, we have

2n+ 1 − j 6= 2n+ 1 − k and q2n+1−j is mapped to qj by φj,k. The third identity

holds because φkk maps all states to either the fail state or to q2n+1−j and so

φkkφjj maps all states to the fail state.
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We consider now the transformation monoid TM(Ah) and, defining the trans-

formations in TQ′ ,

ψjk : q 7→ qj if q /∈ {q2n+1−k, q2n+1, q2n+2},

q2n+2−k, q2n+1, q2n+2 7→ q2n+1;

ηj : q 7→ q2n+2 if q /∈ {q2n+1−j , q2n+1, q2n+2},

q2n+1−j , q2n+1, q2n+2 7→ q2n+1;

z : q 7→ q2n+1,

we will prove that

TM(Ah) = {1, ψjk, ηj, z : j, k ∈ {1, . . . , 2n}}.

The transformation monoid TM(Ah) is generated by Y = {p̄ : p ∈ A(2, $)} and,

observing the definition of µh, we have

Y ={(a1, a1), . . . , (a2n, a2n), (ah, $), ($, a2n+1−h), (a1, a2)}

={ψ11, . . . , ψ2n 2n, ηh, η2n+1−h, z}.

The generating set Y is contained in the set N = {1, ψjk, ηj, z : j, k ∈ {1, . . . , 2n}}

and we will now show that N is a monoid. The product of two transformations of

the form ψjk is either a transformation of this form or it is z, as is the case with

the analogous transformations φjk in TM(A). A product of the form ψjkηl is in N

because, if j 6= 2n+1−l then ψjkηl = ηk and otherwise ψjkηl = z. Moreover, since

multiplying an element from N\{1} on the left by a transformation ηl we obtain

z and since z acts as a zero in N , we conclude that N is closed for multiplication

and therefore is a monoid, implying TM(Ah) = 〈Y 〉 ⊆ N .

In order to show that N ⊆ TM(Ah) we will prove that, for any j, k ∈

{1, . . . , 2n}, we have the following identities

ψjk =ψkkψjj (k 6= 2n+ 1 − j),

ψj,2n+1−j =ψ2n+1−j,2n+1−jψj,k (k /∈ {j, 2n+ 1 − j}),

z=ψkkψjj (k = 2n+ 1 − j),

ηj =ψkjηh (k 6= 2n+ 1 − h).
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The first three identities are similar to those obtained for the transformations

φjk ∈ TM(A). To prove the fourth identity we observe that the transformation

ψkj maps q to qk if q /∈ {q2n+1−j , q2n+1, q2n+2} and, since k 6= 2n + 1 − h, qk is

mapped to the terminal state q2n+2 by ηh, and the remaining states q2n+1−j , q2n+1

and q2n+2 are mapped by ψkj (and therefore by ψkjηh) to the fail state q2n+1.

3 Green’s relations

In this section we determine the Green’s relations of the monoids TM(A) and

TM(Ah) obtained in the previous section.

We start with the monoid M = TM(A). In order to determine relation L we

first show that

Mφjk = {φj1, . . . , φj,2n, z} (j, k ∈ {1, . . . , 2n}). (2.2)

For any m = 1, . . . , 2n we can choose some l 6= 2n+1−k and write φjm = φlmφjk

and, with l = 2n+1−k we obtain z, implying {φj1, . . . , φj,2n, z} ⊆Mφjk. Since z

acts as zero in the monoid, we also have the other inclusion. It is clear that L1 =

{1}, Lz = {z} and so we have Lφjk
= {φj1, . . . , φj,2n} for any j, k ∈ {1, . . . , 2n}.

A similar argument shows that

φjkM = {φ1k, . . . , φ2n,k, z} (j, k ∈ {1, . . . , 2n})

from which follows that R1 = {1}, Rz = {z} and Rφjk
= {φ1k, . . . , φ2n,k} and

relation R is determined as well. We have then three D-classes, D1 = {1},

D2 = {φjk : j, k ∈ {1, . . . , 2n}} and D3 = {z} and the eggbox of class D2 is

{φ11} {φ21} . . . {φ2n,1}

{φ12} {φ22} . . . {φ2n,2}
...

...
...

...

{φ1,2n}{φ2,2n} . . .{φ2n,2n}.
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ψψ
11  

∗∗ ψψ
21  

∗∗ ψψ
2n,1

ψψ
12  

∗∗ ψψ
22  

∗∗

...

... ψψ
2n,2

**

ψψ
2n,2n

**
... .........

ψψ
1,2n

ψψ
2,2n

** ...

ηη
11

ηη
22

....

ηη
2n

z  **

11  ** DD
11

DD
22

DD
44

DD
33

Figure 2.3: D-classes of the monoid TM(Ah)

Observing that any permutation φjk is idempotent for j 6= 2n+1−k and φ2
jk = z

otherwise, representing by 1 the trivial groups and z by 0, the eggbox of D-class

D2 is

1 1 . . . 1 0

1 1 . . . 0 1
...

...
...

...
...

1 0 . . . 1 1

0 1 . . . 1 1.

We will now consider the monoid N = TM(Ah). Since multiplying an element

in N\{1} on the left by a transformations of the form ηj we obtain z it is clear
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that, as in M , we have L1 = {1}, Lz = {z} and Lψjk
= {ψj1, . . . , ψj,2n}. We

will now prove that Nηj = {η1, . . . , η2n, z}. We have already seen that the direct

inclusion holds and, since for any k ∈ {1, . . . , 2n}, we can write ηk = ψlkηj with

l 6= 2n + 1 − j, the converse inclusion holds as well. So Lηj
= {η1, . . . , η2n}. For

the relation R we have R1 = {1}, Rz = {z} and Rηj
= {ηj}, and we will now

show that ψjkN = {ψ1k, . . . , ψ2n,k, ηk, z} for any j, k ∈ {1, . . . , 2n}. We have, as

in M ,

ψjk{ψjk, z : j, k ∈ {1, . . . , 2n}} = {ψ1k, . . . , ψ2n,k, z}

and a product of the form ψjkηl is either ηk if j 6= 2n+1−l or z otherwise. We have

the same D-classes D1 = {1}, D2 = {ψj,k : j, k ∈ {1, . . . , 2n}} and D3 = {z} as in

M , and the class D4 = {η1, . . . , η2n}. The eggboxes of the D-classes of TM(Ah)

are shown in Figure 2.3.

Although, the syntactic monoids for an automatic structure for the free group,

are the only syntactic monoids studied in this thesis, observing their Green’s rela-

tions, it appears to be an interesting research subject, the study of the connection

between automatic structures and their syntactic monoids in general.

Anticipating further research in this area we ask:

Question 2.3 What are the syntactic monoids of other (all) automatic struc-

tures for the free group?

Question 2.4 Investigate the syntactic monoids for the free abelian group.



Chapter 3

Generalized sequential machines

and regular languages

It is known that the fellow-traveller property, which characterizes automatic

groups, does not characterize automatic semigroups. So we have to use directly

the definition and work with regular languages instead of the Cayley graph to

prove that a semigroup is automatic. When working with semigroup construc-

tions, we usually have to construct automatic structures from known automatic

structures. For that purpose we use the concept of a generalized sequential ma-

chine.

1 Introduction

A generalized sequential machine (gsm for short) is a six-tuple

A = (Q,A,B, µ, q0, T )

where Q, A and B are finite sets (called the states, the input alphabet and the

output alphabet respectively), µ is a (partial) function from Q×A to finite subsets

of Q×B∗, q0 ∈ Q is the initial state and T ⊆ Q is the set of terminal states. The

inclusion (q′, u) ∈ (q, a)µ corresponds to the following situation: if A is in state

30
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q and reads input a, then it can move into state q′ and output u.

We can interpret A as a directed labelled graph with vertices Q, and an edge

q
(a,u)
−−→ q′ for every pair (q′, u) ∈ (q, a)µ. For a path

π : q1
(a1,u1)
−−−−→ q2

(a2,u2)
−−−−→ q3 . . .

(an,un)
−−−−→ qn+1

we define

Φ(π) = a1a2 . . . an, Σ(π) = u1u2 . . . un.

For q, q′ ∈ Q, u ∈ A+ and v ∈ B+ we write q
(u,v)
−−→+ q′ to mean that there exists

a path π from q to q′ such that Φ(π) ≡ u and Σ(π) ≡ v, and we say that (u, v) is

the label of the path. We say that a path is successful if it has the form q0
(u,v)
−−→+ t

with t ∈ T .

The gsm A induces a mapping ηA : P(A+) −→ P(B+) from subsets of A+

into subsets of B+ defined by

XηA = {v ∈ B+ : (∃u ∈ X)(∃t ∈ T )(q0
(u,v)
−−→+ t)}.

It is well known that if X is regular then so is XηA; see [27, Theorem 11.1 and

Example 11.1]. Similarly, A induces a mapping ζA : P(A+×A+) −→ P(B+×B+)

defined by

Y ζA = {(w, z) ∈ B+ ×B+ : (∃(u, v) ∈ Y )(w ∈ uηA & z ∈ vηA)}.

2 Preserving regularity

The next theorem asserts that, under certain conditions, the mapping ζA also

preserves regularity.

Theorem 3.1 Let A = (Q,A,B, µ, q0, T ) be a gsm, and let πA : (A∗×A∗)δA −→

A∗ × A∗ be the inverse of δA. Suppose that there is a constant C such that for

any two paths α1, α2 in A, we have

|Φ(α1)| = |Φ(α2)| =⇒ ||Σ(α1)| − |Σ(α2)|| ≤ C. (3.1)
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If M ⊆ (A+ × A+)δA is a regular language in A(2, $)+ then N = MπAζAδB is a

regular language in B(2, $)+.

Proof. To prove thatN is regular we will define a gsm B such thatMηB = N .

First we define three functions with domain B∗ × B∗ that will be used in the

definition of B:

(a1 . . . ak, b1 . . . bl)λ =




al+1 . . . ak if k > l

ε otherwise,

(a1 . . . ak, b1 . . . bl)ρ =




bk+1 . . . bl if l > k

ε otherwise,

(a1 . . . ak, b1 . . . bl)κ = (a1, b1) . . . (as, bs), s = min(k, l).

We now let B = (R,A(2, $), B(2, $), ν, r0, Z), where

R = Q×Q×W ×W, W = (
⋃C

k=0B
k) ∪ {$},

r0 = (q0, q0, ε, ε), Z = T × T × {($, $)}.

In order to define the transition ν, we first extend the transition µ to allow input

$:

(q, a)µ̄ =





(q, a)µ if a ∈ A

{(q, ε)} if a = $.

Now the transition ν is defined by

((q, q′, w, w′), (a, a′))ν =⋃

(q1,u)∈(q,a)µ̄
(q′

1
,u′)∈(q′,a′)µ̄

{((q1, q
′
1, (wu,w

′u′)λ, (wu,w′u′)ρ), (wu,w′u′)κ),

((q1, q
′
1, $, $), (wu,w

′u′)δB)} for

w,w′ ∈ W\{$} and

(a, a′ ∈ A or (a = $ and |w| > |w′u′|) or (a′ = $ and |w′| > |wu|))

provided ||wu| − |w′u′|| ≤ C,

((q, q′, w, w′), ($, a′))ν =⋃

(q′
1
,u′)∈(q′,a′)µ

{((q, q′1, $, ε), (w,w
′u′)δB), ((q, q′1, $, $), (w,w

′u′)δB)} for

a′ ∈ A and (w = $ or |w| ≤ |w′u′|),
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((q, q′, w, w′), (a, $))ν =⋃

(q1,u)∈(q,a)µ

{((q1, q
′, ε, $), (wu,w′)δB), ((q1, q

′, $, $), (wu,w′)δB)} for

a ∈ A and (w′ = $ or |w′| ≤ |wu|)

where q, q′ ∈ Q.

Intuitively, the machine works the following way: when it receives a word from

M , in each transition it outputs everything possible from the corresponding word

in N , and memorizes in its states the remaining suffix of the component which is

longer at that moment. This can be done because condition 3.1 holds.

We now prove that N ⊆ MηB. Let (v, v′)δB ∈ N . By definition of N there

is (u, u′)δA ∈ M such that (v, v′) ∈ {(u, u′)}ζA. So v ∈ uηA and v′ ∈ u′ηA. This

means that in A there are paths of the form

qi−1
(ai,wi)
−−−−→ qi (i = 1, . . . ,m, ai ∈ A, wi ∈ B∗)

q′i−1

(a′i,w
′
i)−−−−→ q′i (i = 1, . . . , n, a′i ∈ A, w′

i ∈ B∗),

with

u = a1 . . . am, v = w1 . . . wm, u
′ = a′1 . . . a

′
n, v

′ = w′
1 . . . w

′
n, q

′
0 = q0, qm, q

′
n ∈ T.

We now show that there is a successful path in B of the form

(qi−1, q
′
i−1, zi−1, z

′
i−1)

((ai,a
′
i),ωi)

−−−−−−→ (qi, q
′
i, zi, z

′
i) (i = 1, . . . , p),

where p = max(m,n) and

qm = qm+1 = . . . = qp, q
′
n = q′n+1 = . . . = q′p,

am+1 = . . . = ap = a′n+1 = . . . = a′p = $,

such that the output ω1 . . . ωp is equal to (v, v′)δB.

Let r = min(m,n). We begin in the initial state and follow a path visiting

states from the setQ×Q×(W\{$})×(W\{$}) while i < r. The output ωi in these

transitions is the longest prefix of (zi−1wi, z
′
i−1w

′
i)δB that belongs to (B ×B)∗, zi

is equal to the remaining letters in zi−1wi if |zi−1wi| ≥ |z′i−1w
′
i| (otherwise it is ε)
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and z′i is equal to the remaining letters of z ′i−1w
′
i if |z′i−1w

′
i| > |zi−1wi| (otherwise it

is ε). We note that |zi|, |z
′
i| ≤ C because of assumption (3.1). So after transition

i, the complete output produced is the longest prefix of (w1 . . . wi, w
′
1 . . . w

′
i)δB

that belongs to (B ×B)∗.

If m = n then transition r is to the terminal state (qr, q
′
r, $, $) and produces

output ωr = (zr−1wr, z
′
r−1w

′
r)δB, i.e., the output in this last transition is the

remainder of (v, v′)δB. The machine ends in the terminal state (qr, q
′
r, $, $) and

the complete output is (v, v′)δB.

Let us now consider the case where n > m (the other case is similar). In

this case, transition m is similar to the previous ones and the remaining input is

($, a′m+1) . . . ($, a
′
n). If |zm| > |z′mw

′
m+1| then, for i > m and while |zi−1| > |z′i−1w

′
i|

(i < n), we can continue visiting the states from the set Q × Q × (W\{$}) ×

(W\{$}), the output ωi in these transitions is the longest prefix of (zi−1, z
′
i−1w

′
i)δB

that belongs to (B × B)∗, zi is equal to the remaining letters in zi−1 and z′i = ε.

We observe that in these transitions we have |zi|, |z
′
i| ≤ |zr| ≤ C. Intuitively, in

these transitions, the memory for the left hand side encoded in the states has

more letters then those to be output on the right and so after producing the

output there will still be letters memorized for the left. If for i = n we still have

|zi−1| > |z′i−1w
′
i| then last transition is to the terminal state ($, $, qm, q

′
n) and

produces output (zn−1, z
′
n−1w

′
n)δB being (v, v′)δB the total output produced. If

we have |zj−1| ≤ |z′j−1w
′
j| for some j, this means intuitively that the memory for

the left hand side can be now be emptied and it is safe to output $ symbols on

the left since the following inputs are of the form ($, a). So the path will now visit

states from the set {qm} × Q × {$} × {ε} and each transition produces output

(ε, z′i−1w
′
i)δB. Last transition is to the terminal state (qm, q

′
n, $, $) and the total

output produced is again (v, v′)δB.

We now show the converse inclusion MηB ⊆ N . First we note that for a

successful path α in B, such that Φ(α) ∈ (A∗×A∗)δA we have Σ(α) ∈ (B∗×B∗)δB.

In fact, from the definition of ν, we see that a $ can only be output on one side if
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one of the two situations occurs: a $ has appeared as input on the same side and

the corresponding ”memory” is empty; in the last transition. So there is no way

to output a letter after a $ on the same side, being the input from (A∗ × A∗)δA.

Hence, let (v, v′)δB be an arbitrary element from MηB. So there is a successful

path in B with label ((u, u′)δA, (v, v
′)δB) with (u, u′)δA ∈M . We will prove that

v ∈ uηA and v′ ∈ u′ηA to conclude that

(v, v′)δB ∈ {(u, u′)δA}πAζAδB ⊆MπAζAδB = N,

as required. Let

u = a1 . . . am, u
′ = a′1 . . . a

′
n, p = max(m,n).

By definition of ν a successful path in B labeled by ((u, u′)δA, (v, v
′)δB) has the

form

(qi−1, q
′
i−1, wi−1, w

′
i−1)

((ai,a
′
i),ωi)

−−−−−−→ (qi, q
′
i, wi, w

′
i) (i = 1, . . . , p),

where q0 = q′0, qp, q
′
p ∈ T , am+1 = . . . = ap = a′n+1 = . . . = a′p = $, qm = . . . = qp,

q′n = . . . = q′p, and ω1 . . . ωp = (v, v′)δB. This yields successful paths

qi−1
(ai,zi)
−−−→ qi (i = 1, . . . ,m)

q′i−1

(a′i,z
′
i)−−−→ q′i (i = 1, . . . , n)

in A, with v = z1 . . . zm and v′ = z′1 . . . z
′
n. So v ∈ uηA and v′ ∈ u′ηA, completing

the proof of the theorem. �

3 Concatenation of padded languages

In this section we fix an alphabet A, consider two regular languages M,N in

(A∗ × A∗)δ, and give a sufficient conditions for the padded product of languages

M �N = {(w1w
′
1, w2w

′
2)δ : (w1, w2)δ ∈M, (w′

1, w
′
2)δ ∈ N}
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to be regular, which we will prove by using a gsm. We start by observing that

the set M �N is not regular in general, when M,N are regular, as the following

example shows.

Example 3.2 Let A = {a, b}, M = {(a, $)n : n ∈ N} and N = {(b, b)n : n ∈ N}.

Then M � N = {(anbm, bm)δ : n,m ∈ N0} is not regular. To see that we can

assume that M � N is regular, and fix K to be the number of states of an

automaton accepting M � N . If we take a word (a, b)n(b, $)n ∈ M � N with

n > K then, by using the Pumping Lemma, we know that there exist i, j, k ∈ N0

with k > 0 and i + j + k = n such that the words (a, b)i(a, b)lj(a, b)k(b, $)n also

belong to M � N , for any l ∈ N0. In particular we have (a, b)i(a, b)k(b, $)n =

(ai+kbn, bi+k)δ ∈M �N with i+k < n which is impossible, and therefore M �N

is not regular.

The following theorem gives a sufficient condition for M �N to be regular.

Theorem 3.3 Let A be an alphabet and let M,N be regular languages on (A∗ ×

A∗)δ. If there exists a constant C such that, for any two words w1, w2 ∈ A∗ we

have

(w1, w2)δ ∈M =⇒ ||w1| − |w2|| ≤ C,

then the language M �N is regular.

Proof. We assume, without loss of generality, that the languages M and N

do not contain the empty word ε. Defining

Mk = {(w1, w2)δ ∈M : |w1| − |w2| = k},

for each k = −C, . . . , C, we can write M =
⋃C

k=−CMk and we observe that, each

set

Mk = M ∩ ((A× A)+ · {(a1, $) . . . (ak, $) : a1, . . . , ak ∈ A})

is regular. Therefore, defining

Ok = {(w1w
′
1, w2w

′
2)δ : (w1, w2)δ ∈Mk, (w

′
1, w

′
2)δ ∈ N}
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we can write

N �M =
C⋃

k=−C

Ok

and we only need to prove that, for each k = −C, . . . , C, the set Ok is regular. We

have O0 = M0 ·N and so O0 is regular, and the two cases where k is positive and

negative are similar. We will then consider only the case where k is positive and,

to prove that Ok is regular, we will define a gsm A such that (Mk · N)ηA = Ok.

We will define a machine such that an input of the form

(a1, b1) . . . (an, bn)(c1, $) . . . (ck, $)(d1 . . . dp, e1 . . . eq)δ

will determine a unique successful path and produce output

(a1 . . . anc1 . . . ckd1 . . . dp, b1 . . . bne1 . . . eq)δ,

where a1, . . . , an, b1, . . . , bn, c1, . . . , ck, d1, . . . , dp, e1, . . . , eq ∈ A and n, p, q ∈ N0.

Intuitively, our machine will receive input (a1, b1) . . . (an, bn) and reproduce it

as the output, then it will receive input (c1, $) . . . (ck, $), produce no output

and memorize the word c1 . . . ck encoded on its states, and finally the input

(d1 . . . dp, e1 . . . eq)δ will produce the remaining output (c1 . . . ckd1 . . . dp, e1 . . . eq)δ

with only last transition being to the unique terminal state. Formally, let

Wk = {w ∈ A∗ : |w| ≤ k}

and let

A = (Q,A(2, $), A(2, $), λ, q0, {χ})

be a gsm where

Q = {q0} ∪Wk ∪ (Wk × {l, r}) ∪ {χ}



CHAPTER 3. GENERALIZED SEQUENTIAL MACHINES 38

is the set of states, χ is the unique terminal state and λ is a partial function from

Q× A(2, $) to finite subsets of Q× A(2, $)∗ defined by the following equations

(i) (q0, (a1, a2))λ={(q0, (a1, a2))} (a1, a2 ∈ A),

(ii) (q0, (a1, $)λ={(a1, ε)} (a1 ∈ A),

(iii) (w, (a1, $))λ={(wa1, ε)} (a1 ∈ A,w ∈ Wk, |w| < k),

(iv) (bw, (a1, a2))λ={(wa1, (b, a2)), (χ, (bwa1, a2)δ)}

(b, a1, a2 ∈ A,w ∈Wk, |bw| = k),

(v) (bw, (a1, $))λ={((wa1, r), (b, $)), (χ, (bwa1, ε)δ)}

(b, a1 ∈ A,w ∈ Wk, |bw| = k),

(vi) (bw, ($, a2))λ={((w, l), (b, a2)), (χ, (bw, a2)δ)}

(b, a2 ∈ A,w ∈ Wk, |bw| = k),

(vii) ((bw, r), (a1, $))λ={((wa1, r), (b, $)), (χ, (bwa1, ε)δ)}

(b, a1 ∈ A,w ∈ Wk, |bw| = k),

(viii) ((bw, l), ($, a2))λ={((w, l), (b, a2)), (χ, (bw, a2)δ)}

(b, a2 ∈ A,w ∈ Wk),

(ix) ((ε, l), ($, a2))λ={((ε, l), ($, a2)), (χ, ($, a2))} (a2 ∈ A),

(x) (q, (x1, x2))λ=∅ in all other cases.

To prove that (Mk ·N)ηA ⊆ Ok let

(a1, b1) . . . (an, bn)(c1, $) . . . (ck, $)(d1 . . . dp, e1 . . . eq)δ

be an arbitrary element of Mk · N . We will first consider the case where p = q.

The input (a1, b1) . . . (an, bn) will leave us on the initial state, by using equation

(i), and produces output (a1, b1) . . . (an, bn). Then, the input (c1, $) . . . (ck, $)

will take us through the states c1, c1c2, . . . , c1 . . . ck ∈ Wk, by using equation

(ii) once and equation (iii) k − 1 times, and produces no output. Now, the

input (d1, e1) · · · (dq, eq) forces us to use equation (iv) q times, but only the last

transition is to state χ for the path to be successful, and produces output

(c1 . . . ckd1 . . . dq, e1 . . . eq)δ
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noting the way the states in Wk are used as a queue to delay the output for the

left hand side and that last transition outputs all the remaining pairs. Hence

there is a unique successful path determined by the input and the total output

produced is

(a1 . . . anc1 · · · ckd1 . . . dq, b1 . . . bne1 . . . eq)δ ∈ Ok.

We will now consider the case where p > q. Again, the input

(a1, b1) . . . (an, bn)(c1, $) . . . (ck, $)

takes us to state c1 . . . ck and produces output (a1, b1) . . . (an, bn). Then we must

use equation (iv) q times without entering state χ. Now, input (dq+1, $) . . . (dp, $)

will force us to use equation (v) once and equation (vii) p − q − 1 times, where

again only the last transition can be to the terminal state χ. The total output

produced is again

(a1 . . . anc1 · · · ckd1 . . . dq, b1 . . . bne1 . . . eq)δ ∈ Ok.

Finally we have the case where p < q. As in the previous case, the input

(a1, b1) . . . (an, bn)(c1, $) . . . (ck, $)

takes us to state c1 . . . ck and produces output (a1, b1) . . . (an, bn). Then we must

use equation (iv) p times and the input ($, ep+1) . . . ($, eq) will force us to use

equation (vi) once and, if q − p ≤ k we now must use equation (viii) q − p times

being last transition to χ, otherwise we use (viii) k times and we enter state (ε, l)

(our queue is empty), what force us to use equation (ix) q − p − k times being

last transition to the terminal state χ. Again the total output is

(a1 . . . anc1 · · · ckd1 . . . dq, b1 . . . bne1 . . . eq)δ ∈ Ok.

To prove the other inclusion let (w1, w2)δ ∈ Ok. Then we have

w1 ≡ a1 . . . an c1 . . . ckd1 . . . dp,

w2 ≡ b1 . . . bn e1 . . . eq
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where (a1 . . . anc1 . . . ck, b1 . . . bn)δ ∈ Mk and (d1 . . . dp, e1 . . . eq)δ ∈ N . Hence we

have

(a1, b1) . . . (an, bn)(c1, $) . . . (ck, $)(d1 . . . dp, e1 . . . eq)δ ∈Mk ·N

and so (w1, w2)δ ∈ (Mk ·N)ηA. �



Chapter 4

Rees matrix semigroups

It is well known that completely simple semigroups are Rees matrix semigroups

over groups (see [29]) and that is the origin of the Rees matrix construction.

Nevertheless, it is natural to consider Rees matrix semigroups over semigroups.

The fundamental four-spiral semigroup, is an example of a known semigroup that

is useful to define as a Rees matrix semigroup over a semigroup, as we will see.

In this chapter we start with an automatic semigroup U , and prove that a

Rees matrix semigroup S = M[U ; I, J ;P ] over U is automatic whenever it is

finitely generated. This implies that if a semigroup is finitely generated and can

be described as a Rees matrix semigroup over an automatic semigroup then it is

automatic.

We also consider the converse problem: does the automaticity of S imply that

of U? We prove that this is the case when S is prefix-automatic or when there is

an element p in the matrix P such that pU 1 = U . Finally, we prove the analogous

results for Rees matrix semigroups with zero.

1 The Rees matrix construction

The Rees matrix semigroup

S = M[U ; I, J ;P ]

41
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over the semigroup U , with P = (pji)j∈J,i∈I a matrix with entries in U , is the

semigroup with the support set

I × U × J

and multiplication defined by

(l1, s1, r1)(l2, s2, r2) = (l1, s1pr1l2s2, r2)

where (l1, s1, r1), (l2, s2, r2) ∈ I × U × J . We say that U is the base semigroup of

the Rees matrix semigroup S.

Necessary and sufficient conditions for the Rees matrix semigroup to be finitely

generated are given in [3]:

Proposition 4.1 Let S = M[U ; I, J ;P ] be a Rees matrix semigroup over a semi-

group U . Then S is finitely generated if and only if both I and J are finite sets, U

is finitely generated and the set U\V is finite, where V is the ideal of U generated

by the entries in the matrix P .

2 Automaticity of a Rees matrix semigroup

We start this section by stating our first main result.

Theorem 4.2 Let S = M[U ; I, J ;P ] be a Rees matrix semigroup. If U is an

automatic semigroup and if S is finitely generated then S is automatic.

Let V be the ideal of U generated by the entries of the matrix P i.e. V =

{spjis
′ : s, s′ ∈ U 1, i ∈ I, j ∈ J}, where U 1 is the monoid obtained by adding

an identity to U regardless of whether or not U already has an identity. From

Proposition 4.1 we know that S = M[U ; I, J ;P ] is finitely generated if and only

if U is finitely generated and I, J and U\V are finite. So the previous theorem

has the following equivalent formulation:



CHAPTER 4. REES MATRIX SEMIGROUPS 43

Theorem 4.3 Let S = M[U ; I, J ;P ] be a Rees matrix semigroup, where I, J

and U\V are finite sets, where V is the ideal of U generated by the entries of the

matrix P . If U is an automatic semigroup then S is automatic.

Proof. Since U is automatic and U\V is finite, by Proposition 1.15, V is

an automatic semigroup. Let (B,K) be an automatic structure with uniqueness

for V , where B = {b1, . . . , bn} is a set of semigroup generators for V . Since V

is the ideal of U generated by the entries in the matrix P we can write each

bh (h ∈ N = {1, . . . , n}) as bh = shpρhλh
s′h where sh, s

′
h ∈ U 1, ρh ∈ J, λh ∈ I. Let

S1 = M[U 1; I, J ;P ]. Given (l, s, r) ∈ I × V × J we can write

s = bα1
bα2

. . . bαh

where bα1
bα2

. . . bαh
is a word in K and so we have

s = sα1
pρα1

λα1
s′α1

sα2
pρα2

λα2
s′α2

. . . sαh
pραh

λαh
s′αh

.

Hence we can write

(l, s, r)=(l, sα1
pρα1

λα1
s′α1

sα2
pρα2

λα2
s′α2

. . . sαh
pραh

λαh
s′αh

, r)

=(l, sα1
, ρα1

)(λα1
, s′α1

sα2
, ρα2

) . . . (λαh
, s′αh

, r).

We note that the elements in the above sequence are elements of S1 but some

of them can be outside S. Since U 1\V is finite and non empty we can write

U1\V = {x1, . . . , xm} with m ≥ 1. We define the set A = C ∪D where

C = {cli : l ∈ I, i ∈ N} ∪ {dij : i, j ∈ N} ∪ {ejr : j ∈ N, r ∈ J},

D = {flhr : l ∈ I, h ∈ {1, . . . ,m}, r ∈ J}

and the homomorphism

ψ : A+ → S1, cli 7→ (l, si, ρi), dij 7→ (λi, s
′
isj, ρj),

ejr 7→ (λj, s
′
j, r), flhr 7→ (l, xh, r),

and we will see that A is a set of semigroup generators for S1 with respect to ψ.
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We now define the language L = L1 ∪D where

L1 = {clα1
dα1α2

. . . dαh−1αh
eαhr : bα1

. . . bαh
∈ K,h ≥ 1, l ∈ I, r ∈ J}

and we will now show that L is a set of normal forms for S1 with respect to ψ

(and in particular that A generates S1). Let (l, s, r) be an arbitrary element of S1.

If (l, s, r) ∈ I × V × J then there is a (unique) word bα1
. . . bαh

∈ K representing

s and therefore the word clα1
dα1α2

. . . dαh−1αh
eαhr ∈ L represents (l, s, r), since we

have

(l, s, r)=(l, sα1
pρα1

λα1
s′α1

sα2
pρα2

λα2
s′α2

. . . sαh
pραh

λαh
s′αh

, r)

=(l, sα1
, ρα1

)(λα1
, s′α1

sα2
, ρα2

) . . . (λαh
, s′αh

, r)

= clα1
dα1α2

. . . dαh−1αh
eαhr.

If we have (l, s, r) = (l, xh, r) ∈ I × U 1\V × J then there is a unique word in L

representing (l, s, r), which is flhr ∈ D.

We are now going to prove that (A,L) is an automatic structure for S1. First

we need to prove that L is a regular language. To this end let

L(l,r) = L ∩ ({cli : i ∈ N} · A∗ · {ejr : j ∈ N}).

Then we can write

L = (
⋃

l∈I,r∈J

L(l,r)) ∪D

and it is sufficient to prove that for each l ∈ I, r ∈ J the language L(l,r) is regular.

To do that we define a gsm A such that KηA = L(l,r). Let

A = (Q,B,A, µ, q0, {ξ})

with Q = N ∪ {q0, ξ}, where q0 is the initial state, ξ is the only accept state and

µ is a partial function from Q×B to finite subsets of Q× A+ defined by:

(q0, bi)µ={(i, cli), (ξ, clieir)} (i ∈ N),

(i, bj)µ={(j, dij), (ξ, dijejr)} (i, j ∈ N).
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Given u ≡ bα1
. . . bαh

∈ K it is clear that the only word v in A+ such that (u, v)

corresponds to the label of a successful path in A is the word

clα1
dα1α2

. . . dαh−1αh
eαhr ∈ L(l,r).

So KηA = L(l,r) and L(l,r) is a regular language.

If a word

u ≡ bα1
. . . bαh

∈ K

represents the element s ∈ V then the word

uηA = clα1
dα1α2

. . . dαh−1αh
eαhr ∈ L(l,r)

represents the element

(l, s, r) ∈ {l} × V × {r}.

Given two different words u1, u2 ∈ K, they represent two different elements

s1, s2 ∈ V because we have assumed that (B,K) is an automatic structure with

uniqueness for V . Since the words u1ηA and u2ηA in L(l,r) represent the elements

(l, s1, r) and (l, s2, r) respectively, it follows that two different words in L(l,r) rep-

resent two different elements in {l}×V ×{r}, and hence that two different words

in L represent two different elements in S1. Therefore L is a regular set of unique

normal forms for S1.

The language

L= = {(w,w)δA : w ∈ L}

is regular, by Proposition 1.6. To conclude that (A,L) is an automatic structure

for S1 (with uniqueness) it remains to show that, given a ∈ A, the language La

is regular. Let

aψ = (l0, s0, r0) ∈ S1.

Let us fix l ∈ I and r ∈ J and prove that the language

L(l,r)
a = La ∩ (L(l,r) × A∗)δA
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is regular. Let w be the only word in K that represents the element prl0s0 ∈ V .

We now define a gsm

C = ({q0}, A(2, $), A(2, $), ρ, q0, {q0})

where q0 is the unique state and the transition ρ is defined by:

(q0, (a, b))ρ ={(q0, (a, b))} ((a, b) ∈ A(2, $), b /∈ {ejk : j ∈ N, k ∈ J}),

(q0, (a, ejr))ρ ={(q0, (a, ejr0))} (a ∈ A ∪ {$}, j ∈ N).

We know, from Proposition 1.9, that Kw is a regular language and we will now

show that

KwπBζAδAηC = L(l,r)
a ,

where πB : (B∗ ×B∗)δB → B∗ ×B∗ is the inverse of δB. For bα1
. . . bαh

, bβ1
. . . bβk

∈ K we have

(bα1
. . . bαh

, bβ1
. . . bβk

)δB ∈ Kw

⇐⇒ bα1
. . . bαh

w = bβ1
. . . bβk

⇐⇒ (l, bα1
. . . bαh

w, r0) = (l, bβ1
. . . bβk

, r0)

⇐⇒ (l, sα1
, ρα1

)(λα1
, s′α1

sα2
, ρα2

) . . . (λαh−1
, s′αh−1

sαh
, ραh

)(λαh
, s′αh

, r)(l0, s0, r0)

= (l, sβ1
, ρβ1

)(λβ1
, s′β1

sβ2
, ρβ2

) . . . (λβk−1
, s′βk−1

sβk
, ρβk

)(λβk
, s′βk

, r0)

⇐⇒ clα1
dα1α2

. . . dαh−1αh
eαhra = clβ1

dβ1β2
. . . dβk−1βk

eβkr0

⇐⇒ (bα1
. . . bαh

, bβ1
. . . bβk

)ζAδAηC ∈ L
(l,r)
a .

We note that in a path in A each transition outputs a word of length 1 except

possibly the last that can output a word of length 1 or 2 and so condition (3.1)

in Theorem 3.1 holds with C = 1. Applying Theorem 3.1 we conclude that L
(l,r)
a

is a regular language.

The language L
(l,r)

a = La ∩ ({flhr : h ∈ {1, . . . ,m}}×A∗)δA is regular because

it is finite. But then

La = (
⋃

l∈I,r∈J

L(l,r)
a ) ∪ (

⋃

l∈I,r∈J

L
(l,r)

a ),

and so La is regular.
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We conclude that S1 is an automatic semigroup. Since S is a subsemigroup

of S1 such that S1\S is finite we can use Proposition 1.15 to conclude that S is

an automatic semigroup. �

Note that Theorem 4.3 generalizes one of the implications of the main result

of [9] where it is assumed that U is a group and also [48, Theorem 7.2], where it

is assumed that U is a monoid and that P contains the identity of U . Another

interesting application of our theorem arises when U is a simple semigroup:

Corollary 4.4 If U is an automatic simple semigroup then every Rees matrix

semigroup M[U ; I, J ;P ] (I and J finite) is automatic. �

Example 4.5 The fundamental four spiral semigroup Sp4 (see Section 8.6 in

[20]) can be represented as a 2 × 2 Rees matrix semigroup over the bicyclic

monoid B; Sp4 = M[B; {1, 2}, {1, 2};P ] with

P =


1 c

1 1




(see [29, Exercise 3.8.19] and [7]). Since B is simple and automatic ([11, Example

4.2]) it follows that Sp4 is also automatic.

3 On the automaticity of the base semigroup

If the Rees matrix semigroup S = M[U ; I, J ;P ] is automatic then we know, by

Proposition 4.1, that the base semigroup U must be finitely generated. It is an

open question if U is automatic in general. We prove that U is automatic if we

assume that there is an element p in the matrix such that the principal right ideal

pU1 generated by p is equal to U .

Theorem 4.6 Let S = M[U ; I, J ;P ] be a semigroup, and suppose that there is



CHAPTER 4. REES MATRIX SEMIGROUPS 48

an entry p in the matrix P such that pU 1 = U . If S is automatic then U is

automatic.

Proof. Let S1 = M[U 1; I, J ;P ]. Then S is a subsemigroup of S1 such that S1\S

is finite. Since S is automatic, by Proposition 1.15, S1 is also automatic. Let

(A,L) be an automatic structure for S1 with uniqueness, where A = {a1, . . . , an}

is a generating set for S1 with respect to

ψ : A+ → S1, ah 7→ (ih, sh, jh) (h = 1, . . . , n).

We will now show that

B = {b1, . . . , bn} ∪ {cji : j ∈ J, i ∈ I}

is a generating set for U 1 with respect to

φ : B+ → U 1; bh 7→ sh, cji 7→ pji (h = 1, . . . , n, j ∈ J, i ∈ I);

this was shown in [3] and we include our proof for completeness. Given s ∈ U 1

we can consider any element of the form (i, s, j) ∈ S1. Since A is a generating set

for S1 we have

(i, s, j)=aα1
aα2

. . . aαk

=(iα1
, sα1

, jα1
)(iα2

, sα2
, jα2

) . . . (iαk
, sαk

, jαk
)

=(iα1
, sα1

pjα1
iα2
sα2

. . . pjαk−1
iαk
sαk

, jαk
)

and so we have

s = bα1
cjα1

iα2
bα2

. . . cjαk−1
iαk
bαk

∈ B+.

Without loss of generality we can assume that p11 = p. Let

L11 = L ∩ ({1} × U 1 × {1})ψ−1.

This language is regular because

({1} × U 1 × {1})ψ−1 ={ah ∈ A : ih = 1} · A∗ · {ah ∈ A : jh = 1}∪

{ah ∈ A : ih = jh = 1}.
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Let

f : A+ → B+; aα1
aα2

. . . aαh
7→ bα1

cjα1
iα2
bα2

. . . cjαh−1
iαh
bαh

.

We define K = L11f and prove that (B,K) is an automatic structure with

uniqueness for U 1 with respect to φ. We observe that f : L11 → K is a bijection

and K is a set of unique normal forms for U 1. In fact, if a word w ∈ L11

represents the element (1, s, 1) ∈ {1}×U 1×{1} then the corresponding word wf

in K represents the element s ∈ U 1.

Next we show that K is a regular language by defining a gsm A such that

L11ηA = K. Let A = (Q,A,B, µ, q0, {χ}) with Q = {q0, χ} ∪ J , where q0 is the

initial state, χ is the only accept state and the transition µ is a partial function

from Q× A to finite subsets of Q×B+ defined by:

(q0, ah)µ={(jh, bh), (χ, bh)} (h ∈ {1, . . . , n}),

(j, ah)µ={(jh, cjihbh), (χ, cjihbh)} (j ∈ J, h ∈ {1, . . . , n}).

Given a word

u ≡ aα1
aα2

. . . aαh
∈ L11

there is a unique successful path α in A such that Φ(α) = u. This path is

q0
(aα1

,bα1
)

−−−−−→ χ

for h = 1 and

q0
(aα1

,bα1
)

−−−−−→ jα1

(aα2
,cjα1

iα2
bα2

)
−−−−−−−−−→ jα2

→ . . .

. . .
(aαh−1

,cjαh−2
iαh−1

bαh−1
)

−−−−−−−−−−−−−−−−→ jαh−1

(aαh
,cjαh−1

iαh
bαh

)

−−−−−−−−−−−→ χ

for h > 1, and its output is

Σ(α) = bα1
cjα1

iα2
bα2

. . . cjαh−1
iαh
bαh

≡ uf ∈ K.

We conclude that K = L11ηA is regular, as claimed.
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We now start proving that Kb is regular for b ∈ B . If bφ = 1 then Kb = K=

and it follows from the uniqueness of K that Kb is regular. If bφ 6= 1 then

bφ ∈ U = p11U
1 and we can write bφ = p11s for some s ∈ U 1. Since (1, s, 1)

is an element of S1 there is a word w ∈ L that represents the element (1, s, 1).

We know by Proposition 1.9 that Lw is a regular language. Let us consider the

regular language H = Lw ∩ (L11 × L11)δA and prove that HπAζAδB = Kb. For

aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

∈ L11 we have

(aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

)δA ∈ H

⇐⇒aα1
aα2

. . . aαh
w = aβ1

aβ2
. . . aβk

⇐⇒ (1, sα1
, jα1

)(iα2
, sα2

, jα2
) . . . (iαh

, sαh
, 1)(1, s, 1)

= (1, sβ1
, jβ1

)(iβ2
, sβ2

, jβ2
) . . . (iβk

, sβk
, 1)

⇐⇒ (bα1
cjα1

iα2
bα2
cjα2

iα3
. . . bαh

, bβ1
cjβ1

iβ2
bβ2
cjβ2

iβ3
. . . bβk

)δB ∈ Kb

⇐⇒ (aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

)ζAδB ∈ Kb.

Since in any path in A only the first transition can output a word of length 1 and

all the others output words of length 2 we can apply Theorem 3.1 with C = 1

and conclude that Kb is a regular language. So U 1 is an automatic semigroup

and, by Proposition 1.14, U is automatic. �

Note that Theorem 4.6 generalizes [48, Theorem 7.4], where it is assumed that

U is a monoid and that P has a row and a column consisting entirely of ones.

4 P-automaticity of the base semigroup

We prove in this section that if S is p-automatic then U is p-automatic. It is an

open question if the definitions of p-automatic and automatic coincide for semi-

groups as they do for groups and, more generally, for right cancellative monoids

(a monoid M is right cancellative if (∀s, t, u ∈ M) su = tu =⇒ s = t); see [49,

Theorem 8.1].
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Theorem 4.7 Let S = M[U ; I, J ;P ] be a Rees matrix semigroup. If S is prefix-

automatic then U is prefix-automatic.

Proof. By [49, Corollary 5.4] we can fix a prefix-automatic structure with

uniqueness (A,L) for S. We define A,ψ,B, φ, L11, f,A and K as in the proof of

the previous theorem just replacing U 1 by U and S1 by S in the definitions, and

assume that ψ �A is injective. We will prove that (B,K) is a prefix-automatic

structure with uniqueness for U with respect to φ. We have proved that K is

regular, that f is a bijection and that φ �K is injective, without using the fact

that U 1 is a monoid. So we just have to prove that

Kb = {(v1, v2)δB : v1, v2 ∈ K, v1b = v2}

is a regular language for b ∈ B to conclude that U is automatic. We start by

writing Kb as a finite union of languages which we then prove are regular. We

can write

Kb = {(w1f, w2f)δB : w1, w2 ∈ L11, (w1f)b = w2f}.

Let A1 = {ah ∈ A : jh = 1}. We define

Ka
b = {(w1f, w2f)δB ∈ Kb : w1 ∈ A+a}

for a ∈ A1. We also define K1
b = Kb ∩ (B ×B∗)δB. It is clear that

Kb = (
⋃

a∈A1

Ka
b ) ∪K

1
b .

The language K1
b is regular because it is finite. Let us fix an element a ∈ A1,

with aψ = (l, s, 1), and prove that Ka
b is a regular language. Let w be the only

word in L representing (l, sb, 1). The language

L′
= = {(w1, w2)δA : w1 ∈ L,w2 ∈ Pref(L), w1 = w2}

is regular by hypothesis and the language Lw is regular by Proposition 1.9. So

the language

D ={(w′
1, w2)δA : (∃w′′

1 ∈ A∗)((w′
1, w

′′
1)δA ∈ L′

=τ & (w′′
1 , w2)δA ∈ Lw)}
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is regular by Proposition 1.13, where

τ : A(2, $)∗ → A(2, $)∗; (a, b) 7→ (b, a)

is the homomorphism that swaps coordinates. The language

E = {(w′
1a, w2)δA : (w′

1, w2)δA ∈ D}

is also regular, since we can write

E = {(w1, w2)δA : (∃w′
1 ∈ A∗)((w1, w

′
1)δA ∈ F & (w′

1, w2)δA ∈ D)},

where F = {(wa,w)δA : w ∈ A∗} is a regular language.

We now use the regular language

H = E ∩ (L11 × L11)δA

to prove that Lab is regular by showing that HπAζAδB = Ka
b . We note that we

can write

H = {(w1, w2)δA : w1, w2 ∈ L11 & w1 ≡ w′
1a & w′

1w = w2}

and so for aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

∈ L11 we have

(aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

)δA ∈ H

⇐⇒aαh
= a & aα1

aα2
. . . aαh−1

w = aβ1
aβ2

. . . aβk

⇐⇒aαh
= a & (1, sα1

, jα1
)(iα2

, sα2
, jα2

) . . . (iαh−1
, sαh−1

, jαh−1
)(iαh

, sαh
b, 1)

= (1, sβ1
, jβ1

)(iβ2
, sβ2

, jβ2
) . . . (iβk

, sβk
, 1)

⇐⇒aαh
= a & sα1

pjα1
iα2
sα2

pjα2
iα3
. . . sαh

b = sβ1
pjβ1

iβ2
sβ2
pjβ2

iβ3
. . . sβk

⇐⇒aαh
= a & ((aα1

aα2
. . . aαh

)f)b = (aβ1
aβ2

. . . aβk
)f

⇐⇒ (aα1
aα2

. . . aαh
, aβ1

aβ2
. . . aβk

)ζAδB ∈ Ka
b .

So we have HπAζAδB = Ka
b and we can use Theorem 3.1 to conclude that Ka

b is

regular. Therefore Kb is regular and U is an automatic semigroup.
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To prove that U is prefix-automatic we prove that K ′
=τ is a regular language.

We begin by writing it as a union of languages which we then prove are regular:

K ′
=τ = (

⋃

i,b,c

X(i,b,c)) ∪ Y ∪ Z,

where

X(i,b,c) = {(w1, w2)δB ∈ K ′
=τ : (∃α ∈ {1, . . . , n})(w1 ∈ B+bαcjαibc)}

Y = {(w1, w2)δB ∈ K ′
=τ : (∃b ∈ {b1, . . . , bn})(w1 ∈ B+b)}

Z = {(w1, w2)δB ∈ K ′
=τ : |w1| < 5}

for i ∈ I, b ∈ {b1, . . . , bn}, c ∈ {cji : j ∈ J, i ∈ I}. Let us fix i, b and c and let w

be the (unique) word in L representing (i, bc, 1). Defining

L′
w = {(u1, u2)δA : u1 ∈ Pref(L), u2 ∈ L, u1w = u2}

and observing that for w1 ∈ Pref(K), w2 ∈ K with w1 ≡ bα1
cjα1

iα2
bα2

. . . bαh
cjαh

ibc

and w2 ≡ bβ1
cjβ1

iβ2
bβ2

. . . bβk
we have

w1 = w2

⇐⇒ (1, sα1
, jα1

) . . . (iαh
, sαh

, jαh
)(i, bc, 1) = (1, sβ1

, jβ1
) . . . (jβk

, sβk
, 1)

⇐⇒aα1
. . . aαh

w = aβ1
. . . aβk

⇐⇒ (aα1
. . . aαh

, aβ1
. . . aβk

)δA ∈ L′
w ∩ (Pref(L11) × L11)δA,

we can write

X(i,b,c) =(
⋃
α∈{1,...,n}(B

+{bαcjαibc} ×B+)δB) ∩ (Pref(K) ×K)δB∩

(
⋃
α∈{1,...,n}{((u1f)cjαibc, u2f)δB : (u1, u2)δA ∈ L′

w∩

(Pref(L11) × L11)δA}).

The languages

(Pref(L11) × L11)δA, (B+{bαcjαibc} ×B+)δB, (Pref(K) ×K)δB

are regular by Proposition 1.6. The language L′
w is regular because we can write

L′
w = {(u1, u2)δA : (∃u3 ∈ A+)((u1, u3)δA ∈ L=τ & (u3, u2)δA ∈ Lw)}
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and use Proposition 1.9. The language

N = (L′
w ∩ (Pref(L11) × L11)δA)πAζAδB

is regular by Theorem 3.1 and so for a fixed α ∈ {1, . . . , n} the language

{(w1cjαibc, w2)δB : (w1, w2)δB ∈ N}

= {((u1f)cjαibc, u2f)δB : (u1, u2)δA ∈ L′
w ∩ (Pref(L11) × L11)δA}

is also regular. Hence X(i,b,c) is regular. We note that

Y = (L′
=τ ∩ (Pref(L11) × L11)δA)πAζAδB

and by Theorem 3.1 it is regular. Since Z is finite it is proved that K ′
= is regular

and so U is prefix-automatic. �

5 Rees matrix semigroups with zero

In this section we show that the previous results are still valid if we consider

Rees matrix semigroups with zero. The Rees matrix semigroup with zero S =

M0[U ; I, J ;P ] over the semigroup U , where P = (pji)j∈J,i∈I is a matrix with

entries in U 0 (U with a zero adjoined to it), is the semigroup with the support

set (I × U × J) ∪ {0} and multiplication defined by

(l1, s1, r1)(l2, s2, r2) =





(l1, s1pr1l2s2, r2) if pr1l2 6= 0,

0 otherwise,

(l1, s1, r1)0 = 0(l2, s2, r2) = 0 · 0 = 0.

Alternatively, S can be viewed as the Rees quotient S ′/M (see Appendix A),

where S ′ = M[U 0; I, J ;P ] (a Rees matrix semigroup without zero), and M =

I×{0}×J (an ideal). With this in mind, the following result from [23] will prove

useful:
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Proposition 4.8 If S is an automatic semigroup and if I is a finite ideal of S

then S/I is automatic as well.

In general the converse does not hold; see [23]. However, in our context it

does:

Proposition 4.9 If S = M0[U ; I, J ;P ] is automatic (resp. prefix-automatic)

then so is T = M[U 0; I, J ;P ].

Proof. First we note that S has an automatic (resp. prefix-automatic) structure

with uniqueness of the form (A∪{ι}, L∪{ι}), where ι represents 0, and no element

of A or L represents 0. Indeed, let (B,K) be any automatic structure with

uniqueness for S, and let w be the only element of K representing 0. Define A =

{b ∈ B : b 6= 0} and L = K\{w}. That (A∪{ι}, L∪{ι}) is an automatic structure

with uniqueness for S follows from Propositions 1.10, 1.11 and 1.12. Moreover, if

(B,K) is a prefix-automatic structure for S, then so is (A∪{ι}, L∪{ι}), because

(L ∪ {ι})′= = (K ′
=\{(u, v)δA ∈ K ′

= : v ∈ Pref(w)}) ∪ {(ι, ι)},

and the set {(u, v)δA ∈ K ′
= : v ∈ Pref(w)} is finite.

If A = {a1, . . . , an}, and if ah is mapped onto (ih, sh, jh), then obviously T is

generated by the set C = A ∪ {ιij : i ∈ I, j ∈ J} under the mapping

ah 7→ (ih, sh, jh), ιij 7→ (i, 0, j).

Let also

M = L ∪ {ιij : i ∈ I, j ∈ J}.

Clearly, M is a set of unique normal forms for T .

Denoting for a moment the multiplication in T by ∗ we see that

(l1, s1, r1) ∗ (l2, s2, r2) =





(l1, s1, r1)(l2, s2, r2) if (l1, s1, r1)(l2, s2, r2) 6= 0,

(l1, 0, r2) otherwise.
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Therefore, using the regular languages

Ll = L ∩ {ah ∈ A : ih = l}A∗ (l ∈ I),

L(ah,0) = {w ∈ A+ : (w, ι)δA ∈ (L ∪ {ι})ah
} (ah ∈ A),

we see that

Mah
=((L ∪ {ι})ah

∩ (A+ × A+)δA) ∪ (
⋃
l∈I((L

l ∩ L(ah,0)) × {ιljh})δC)∪

{(ιij, ιijh) : i ∈ I, j ∈ J},

Mιij =(
⋃
l∈I(L

l × {ιlj})δC) ∪ {(ιlr, ιij) : l ∈ I, r ∈ J}

are all regular, and so (C,M) is an automatic structure for T . Moreover, if

(A ∪ {ι}, L ∪ {ι}) is a prefix-automatic structure for S then

M ′
= = ((L ∪ {ι})′= ∩ (A+ × A+)δA) ∪ {(ιij, ιij) : i ∈ I, j ∈ J}

is also regular, so that (C,M) is a prefix-automatic structure for T . �

Combining the above two propositions with Theorems 4.3, 4.6 and 4.7, we

obtain the following result:

Theorem 4.10 Let S = M0[U ; I, J ;P ] be a Rees matrix semigroup with zero.

(i) If U is automatic and if S is finitely generated then S is automatic as well.

(ii) If S is automatic and there is an entry p in the matrix P such that pU 1 = U

then U is automatic.

(iii) If S is prefix-automatic then U is prefix-automatic. �

We end this chapter with the following question:

Question 4.11 Let M[U ; I, J ;P ] be an automatic semigroup. Is the base semi-

group U necessarily automatic?

The results contained in this chapter are also contained in [15].



Chapter 5

Other semigroup constructions

We consider in this chapter further two standard semigroup constructions: the

Bruck–Reilly extensions and the wreath products. We will prove that, in some

particular situations, the automaticity of the base semigroups implies the auto-

maticity of the construction.

1 Bruck–Reilly extensions

Let T be a monoid and θ : T 7→ T be a monoid homomorphism. The set

N0 × T × N0

with the operation defined by

(m, t1, n)(p, t2, q) = (m− n+ k, (t1θ
k−n)(t2θ

k−p), q − p+ k) (k = max{n, p}),

where θ0 denotes the identity map on M , is called the Bruck–Reilly extension

of T determined by θ and is denoted by BR(T, θ). The semigroup BR(T, θ) is

a monoid with identity (0, 1T , 0), denoting by 1T the identity of T . This is a

generalization of the constructions from [5, 32, 37], also considered in [2].

We consider some particular situations where the automaticity of the monoid

T implies the automaticity of its Bruck–Reilly extensions BR(T, θ).

57
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Theorem 5.1 If T is a finite monoid, then any Bruck–Reilly extension of T is

automatic.

Proof. Let T = {t1, . . . , tl} and let T = {t1, . . . , tl} be an alphabet in bijection

with T . We define the alphabet A = {b, c} ∪ T and the regular language

L = {cmtbn : m,n ≥ 0, t ∈ T}

on A. Defining the homomorphism

ψ : A+ → BR(T, θ); t 7→ (0, t, 0), c 7→ (1, 1T , 0), b 7→ (0, 1T , 1)

it is clear that A is a generating set for BR(T, θ) with respect to ψ and, in fact,

given an element (m, t, n) ∈ N0 × T ×N0, the unique word in L representing it is

cmtbn.

In order to prove that (A,L) is an automatic structure with uniqueness for

BR(T, θ) we only have to prove that, for each generator a ∈ A, the language La

is regular. To prove that Lb is regular we observe that

(cmtib
n)b = (m, ti, n)(0, 1T , 1) = (m, ti, n+ 1) = cmtib

n+1

and so we can write

Lb=
l⋃

i=1

{(cmtib
n, cmtib

n+1)δA : n,m ∈ N0}

=
l⋃

i=1

({(c, c)}∗ · {(ti, ti)} · {(b, b)}
∗ · {($, b)})

which is a finite union of regular languages and so is regular. With respect to Lc

we have

(cmt)c = (m, t, 0)(1, 1T , 0) = (m+ 1, tθ, 0) = cm+1tθ,

(cmtbn+1)c = (m, t, n+ 1)(1, 1T , 0) = (m, t, n) = cmtbn (n,m ∈ N0; t ∈ T )
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and so we can write

Lc=
l⋃

i=1

{(cmti, c
m+1tiθ)δA : m ∈ N0}∪

l⋃

i=1

{(cmtib
n+1, cmtib

n)δA : m,n ∈ N0}

=
l⋃

i=1

({(c, c)}∗ · {(ti, c)($, tiθ)})∪

l⋃

i=1

({c, c)}∗ · {(ti, ti)} · {(b, b)}
∗ · {(b, $)})

and we conclude that Lc is a regular language as well.

We now fix an arbitrary t ∈ T and prove that Lt is regular. For any words

cmtαb
n, cptβb

q ∈ L we have

cmtαb
nt = cptβb

q

if and only if m = p, n = q, and tα(tθ
n) = tβ, because

cmtαb
nt = (m, tα, n)(0, t, 0) = (m, tα(tθ

n), n).

Since T is finite the set {tθn : n ∈ N0} is finite as well. Taking j to be minimum

such that the set Cj = {k ≥ j : tθj = tθk+1} is non empty and k to be the

minimum element of Cj, we will now show that

{tθn : n ∈ N0} = {t, tθ, . . . , tθj, . . . , tθk}.

Given n ≥ j we have n = j+h with h ≥ 0 and, dividing h by k+1− j, we obtain

n = j + q(k + 1 − j) + r with q ≥ 0 and 0 ≤ r < k + 1 − j. We now prove, by

induction on q, that tθj+r+q(k+1−j) = tθj+r for q ≥ 0. For q = 0 it holds trivially

and for q > 0 we have

tθj+r+q(k+1−j) = tθj+r+k+1−j+(q−1)(k+1−j) = (tθr)(tθk+1)(tθ(q−1)(k+1−j))

= (tθr)(tθj)(tθ(q−1)(k+1−j)) = tθj+r+(q−1)(k+1−j).
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We can then write

Lt=

j−1⋃

n=0

{(cmtαb
n, cmtα(tθn)b

n)δA : m ∈ N0, tα ∈ T}∪

k⋃

n=j

{(cmtαb
n+q(k+1−j), cmtα(tθn)b

n+q(k+1−j))δA : m, q ∈ N0, tα ∈ T}

=

j−1⋃

n=0

({(c, c)}∗ · {(tα, tα(tθn)) : tα ∈ T} · {(b, b)}∗)∪

k⋃

n=j

({(c, c)}∗ · {(tα, tα(tθn)) : tα ∈ T} · {(b, b)n} · {(b, b)k+1−j}∗)

and since all sets in this union are regular we conclude that Lt is regular as well. �

From now on we assume that T is an automatic monoid and we fix an auto-

matic structure (X,K) with uniqueness for T , where X = {x1, . . . , xn} is a set

of semigroup generators for T with respect to the homomorphism

φ : X+ → T.

We define the alphabet

A = {b, c} ∪X (5.1)

to be a set of semigroup generators for BR(T, θ) with respect to the homomor-

phism

ψ : A+ → BR(T, θ), xi 7→ (0, xiφ, 0), c 7→ (1, 1T , 0), b 7→ (0, 1T , 1),

and the regular language

L = {ciwbj : w ∈ K; i, j ∈ N0} (5.2)

onA+, which is a set of unique normal forms for BR(T, θ), since we have (ciwbj)ψ =

(i, wφ, j) for w ∈ K, i, j ∈ N0. As usual, to simplify notation, we will avoid ex-

plicit use of the homomorphisms ψ and φ, associated with the generating sets,

and it will be clear from the context whenever a word w ∈ X+ is being identified
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with an element of T , with an element of BR(T, θ) or considered as a word. In

particular, for a word w ∈ X+ we write wθ instead of (wφ)θ, seeing θ also as a

homomorphism θ : X+ → T , and we will often write (i, w, j) instead of (i, wφ, j)

for i, j ∈ N0.

For (A,L) to be an automatic structure for BR(T, θ) the languages

Lb = {(ciwbj, ciwbj+1)δA : w ∈ K; i, j ∈ N0},

Lc = {(ciwbj+1, ciwbj)δA : w ∈ K; i, j ∈ N0}∪

{(ciw1, c
i+1w2)δA : w1, w2 ∈ K; i ∈ N0;w2 = w1θ},

Lxr
={(ciw1b

j, ciw2b
j)δA : (w1, w2)δX ∈ Kxrθj ; i, j ∈ N0} (xr ∈ X),

must be regular. The language Lb is regular, since we have

Lb = {(c, c)}∗ · {(w,w)δX : w ∈ K} · {(b, b)}∗ · {($, b)},

but there is no obvious reason why the languages Lc and Lxr
should also be

regular. We will consider particular situations where (A,L) is an automatic

structure for BR(T, θ).

Theorem 5.2 If T is an automatic monoid and θ : T → T ; t 7→ 1T then

BR(T, θ) is automatic.

Proof. To show that the pair (A,L) defined by (5.1) and (5.2) is an automatic

structure for BR(T, θ) we just have to prove that the languages Lc and Lxr
(xr ∈

X) are regular. But now, denoting by w1T
the unique word in K representing 1T ,

we have

Lc={(ciwbj+1, ciwbj)δA : w ∈ K; i, j ∈ N0} ∪ {(ciw, ci+1w1T
)δA : w ∈ K; i ∈ N0}

=({(c, c)}∗ · {(w,w)δX : w ∈ K} · {(b, b)}∗ · {(b, $)})∪

(({(c, c)}∗ · {($, c)}) � (K × {w1t
})δX),

where � denotes the padded product of languages defined in Chapter 3, which is
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a regular language by Theorem 3.3. We have

Lxr
={(ciwbj, ciwbj)δA : w ∈ K, i ∈ N0, j ∈ N}∪

{(ciw1, c
iw2)δA : (w1, w2)δX ∈ Kxr

; i ∈ N0}

=({(c, c)}∗ · {(w,w)δX : w ∈ K} · {(b, b)}+)∪

({(c, c)}∗ ·Kxr
)

because, for any ciwbj ∈ L with j ≥ 1, we have

(ciwbj)xr = (i, w, j)(0, xr, 0) = (i, w(xrθ
j), j) = (i, w, j) = ciwbj

and for ciw ∈ L we have

(ciw)xr = (i, w, 0)(0, xr, 0) = (i, wxr, 0).

Therefore Lxr
is also a regular language and so BR(T, θ) is automatic. �

Theorem 5.3 If T is an automatic monoid and θ is the identity in T then

BR(T, θ) is automatic.

Proof. We use the generating set A defined by equation (5.1) but we now define

L = {cibjw : w ∈ K} observing that, since θ is the identity, for any xr ∈ X, we

have

xrc = (0, xr, 0)(1, 1T , 0) = (1, xrθ, 0) = (1, xr, 0) = (1, 1T , 0)(0, xr, 0) = cxr,

xrb = (0, xr, 0)(0, 1T , 1) = (0, xr, 1) = (0, xrθ, 1) = (0, 1T , 1)(0, xr, 0) = bxr.

The language L is regular and it is a set of unique normal forms for BR(T, θ).

Also the languages

Lb ={(cibjw, cibj+1w)δA : w ∈ K; i, j ∈ N0}

=({(c, c)}∗ · {(b, b)}∗ · {($, b)}) � {(w,w)δX : w ∈ K},

Lc ={(cibj+1w, cibjw)δA : w ∈ K; i, j ∈ N0}∪

{(ciw, ci+1w)δA : i ∈ N0, w ∈ K}

=(({(c, c)}∗ · {(b, b)}∗ · {(b, $)}) � {(w,w)δX : w ∈ K})∪

(({(c, c)}∗ · {($, c)}) � {(w,w)δX : w ∈ K}),

Lxr
={(cibjw1, c

ibjw2)δA : (w1, w2)δX ∈ Kxr
}

=({(c, c)}∗ · {(b, b)}∗) ·Kxr
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are regular, by Theorem 3.3, and so (A,L) is an automatic structure for BR(T, θ).

�

We say that a semigroup T is of finite geometrical type (fgt) (see [49]) if for

every t1 ∈ T , there exists k ∈ N such that the equation

xt1 = t2

has at most k solutions for every t2 ∈M .

We start by presenting some examples of fgt and non-fgt semigroups. A group

is fgt because the equations have always one solution. Free semigroups and free

commutative semigroups are fgt because the equations have at most one solution.

To see that the bicyclic monoid is fgt we will show that given an arbitrary cibj ∈ B

the equation

cubvcibj = ckbl

as at most i+ 1 solutions for any ckbl ∈ B. In the case where j 6= l we must have

u = k, v ≥ i and v = l + i− j which is only possible if l ≥ j. Hence we have at

most one solution. In the case where j = l we must have v ≤ i and u = k+ v− i,

and so we have at most i+ 1 solutions (precisely i+ 1 solutions if k ≥ i).

Any infinite semigroup with a zero, for example, is not fgt because the equa-

tion x0 = 0 has infinitely many solutions. In [25] the authors give an example

of a commutative semigroup that is not automatic. This semigroup is defined by

the presentation

〈a, b, x, y | aax = bx, bby = ay, ab = ba, ax = xa,

ay = ya, bx = xb, by = yb, xy = yx〉

(for an introduction and notation about semigroup presentations see Section 3

in Chapter 8). This semigroup is not fgt because, for example, the equation

Xxy = bxy has infinitely many solutions of the form X = a2n

with n odd (see

[23] and [25]). In the above examples the semigroups are not fgt because there

exists an equation with infinitely many solutions. We give a further example
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of non-fgt semigroup without such equations. The semigroup defined by the

presentation

〈a, b, c | ac = c2, ca = c2, bc = c2, cb = c2〉

is not fgt, because any x ∈ {a, b}+ with |x| = i− 1 is a solution of the equation

xc = ci, for i > 1. Different words in {a, b}+ correspond to different elements in

the semigroup since no relations can be applied to them. Therefore given k ∈ N

we can always choose ci ∈ S such that the equation xc = ci has more than k

solutions. Since all relations have both sides with length 2 there are no equations

with infinitely many solutions.

We will need the following result:

Lemma 5.4 Let T be a fgt monoid with an automatic structure with uniqueness

(X,K). Then for every w ∈ X+ there is a constant C such that (w1, w2)δX ∈ Kw

implies ||w1| − |w2|| < C.

Proof. Since the language Kw is regular by Proposition 1.9, we can take C

to be the number of states of an automaton recognizing Kw. Suppose we have

(w1, w2)δX ∈ Kw with |w2| − |w1| > C. Then we have w2 ≡ w3w4 with |w3| =

|w1| and |w4| > C. By the Pumping Lemma we have w4 ≡ w5w6w7 with

|w6| > 0 and (w1, w3w5w7)δX ∈ Kw. But then we have w2 = w3w5w7 and

w2, w3w5w7 ∈ K are different words, which contradicts the uniqueness of K.

Suppose now that |w1| − |w2| > C. Using the Pumping Lemma again we can

write w1 ≡ w3w4w5w6 with |w3| = |w2|, |w5| > 1 and we obtain infinitely many

words (w3w4w
i
5w6, w2)δX ∈ Kw and therefore infinitely many solutions of the

equation xw = w2, which is not possible since T is fgt. �

Theorem 5.5 Let T be a fgt automatic monoid and let θ : T → T be a monoid

homomorphism. If Tθ is finite then BR(T, θ) is automatic.
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Proof. We will prove that the pair (A,L) defined by (5.1) and (5.2) is an

automatic structure for BR(T, θ). We have

Lc ={(ciwbj+1, ciwbj)δA : w ∈ K; i, j ∈ N0}∪

{(ciw1, c
i+1w2)δA : w1, w2 ∈ K; i ∈ N0;w2 = w1θ}

and, since the language

{(ciwbj+1, ciwbj)δA : w ∈ K; i, j ∈ N0} =

{(c, c)i}∗ · {(w,w)δX : w ∈ K} · {(b, b)}∗ · {(b, $)}

is regular, we just have to prove that the language

M = {(ciw1, c
i+1w2)δA : w1, w2 ∈ K; i ∈ N0;w2 = w1θ}

is also regular. For any t ∈ Tθ let wt be the unique word in K representing t.

Let

N ={(w1, w2)δX : w1, w2 ∈ K;w2 = w1θ} =⋃

t∈Tθ

{(w1, w2)δX : w1, w2 ∈ K;w2 = w1θ = t} =

⋃

t∈Tθ

{(w1, wt)δX : w1 ∈ K;w1 ∈ (tθ−1)φ−1} =

⋃

t∈Tθ

(((tθ−1)φ−1 ∩K) × {wt})δX .

We can define ψ : X+ → Tθ; w 7→ wφθ and, since Tθ is finite, for any t ∈ Tθ, we

can apply Theorem 1.7 and conclude that (tθ−1)φ−1 = tψ−1 is regular. Therefore

N is a regular language and, since we have

M ={(ciw1, c
i+1w2)δA : (w1, w2)δX ∈ N ; i ∈ N0} =

({(c, c)}∗ · {($, c)}) �N,

by Theorem 3.3, M is a regular language as well. We will now prove that the

language

Lxr
= {(ciw1b

j, ciw2b
j)δA : (w1, w2)δX ∈ Kxrθj ; i, j ∈ N0}
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is regular. Since Tθ is finite we can, as in the proof of Lemma 5.1, take j, k to be

minimum with xrθ
j = xrθ

k+1 and j ≤ k, and we have xrθ
j+r+q(k+1−j) = xrθ

j+r

for j ≤ j + r < k + 1 and q ≥ 0. Therefore we can write

Lxr
=

j−1⋃

n=0

{(ciw1b
n, ciw2b

n)δA : (w1, w2)δX ∈ Kxrθn ; i ∈ N0}∪

k⋃

n=j

{(ciw1b
n+q(k+1−j), ciw2b

n+q(k+1−j))δA : (w1, w2)δX ∈ Kxrθn ; i, q ∈ N0}

=

j−1⋃

n=0

({(c, c)}∗ · (Kxrθn � {(b, b)}∗))∪

k⋃

n=j

({(c, c)}∗ · (Kxrθn � ({(b, b)n} · {(b, b)k+1−j}∗))).

Since T is fgt, by Lemma 5.4 there is a constant C such that

(w1, w2)δX ∈ Kxrθn =⇒ ||w1| − |w2|| < C

for any n = 0, . . . , k, and therefore we can apply Theorem 3.3 and we conclude

that Lxr
is a regular language. �

Since automatic groups are characterized by the fellow traveller property and

Bruck–Reilly extensions of groups are somehow ”almost groups” the following is

a natural question:

Question 5.6 Is a Bruck–Reilly extension of a group automatic if and only if it

has the fellow traveller property?

2 Wreath products

We consider the automaticity of the wreath product of semigroups, S wrT , in

the case where T is a finite semigroup. We start by giving the necessary and

sufficient conditions, obtained in [39], for the wreath product in this case to be

finitely generated. Finite generation of the wreath product is related to finite
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generation of the diagonal S-act. We use the conditions obtained for the case

where the diagonal S-act is not finitely generated to prove that, in this case, the

wreath product S wrT is automatic whenever it is finitely generated and S is an

automatic semigroup.

We start by giving the definitions we require. If S is a semigroup and X is a

set, then the set SX of all mappings X → S forms a semigroup under component-

wise multiplication of mappings: for f, g ∈ SX , fg : X → S; x 7→ (xf)(xg);

this semigroup is called the Cartesian power of S by X. If S has a distinguished

idempotent e, then the support of f ∈ SX relative to e is defined by

suppe(f) = {x ∈ X : xf 6= e}.

The set

S(X)e = {f ∈ SX : | suppe(f)| <∞}

is a subsemigroup of SX ; it is called the direct power of S relative to e. When

there is no danger of confusion the subscript e is usually omitted. If X is finite of

size n then SX and S(X)e coincide, and they are isomorphic to the semigroup S(n)

consisting of n-tuples of elements of S under the component-wise multiplication.

In this context, we write S(X)e even if S has no idempotents; we can think of this

as computing supports with respect to an identity adjoined to S.

The unrestricted wreath product SWrT of two semigroups is the set ST × T

under multiplication

(f, t)(g, u) = (f tg, tu),

where tg ∈ ST is defined by

(x) tg = (xt)g.

Let e ∈ S be a distinguished idempotent. The (restricted) wreath product Se wrT

(with respect to e) is the subsemigroup of SWrT generated by the set {(f, t) ∈

SWrT : | suppe(f)| <∞}. Again the subscript e is often omitted.

The wreath product S wrT coincides with the unrestricted wreath product

SWrT in the case where T is finite, as observed in [50, Chapter 3].
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An action of a semigroup S on a set X is a mapping X×S → X, (x, s) 7→ xs,

satisfying (xs1)s2 = x(s1s2). The set X, together with an action, is called an S-

act. It is said to be generated by a set U ⊆ X if US1 = X, and finitely generated

if there exists a finite such U .

The diagonal act of a semigroup S is the set S×S with the action (s1, s2)s =

(s1s, s2s). For example, the diagonal acts of infinite groups, free semigroups,

free commutative semigroups and completely simple semigroups are not finitely

generated. The diagonal act of the full transformation monoid TN on positive

integers can be generated by a single element; see [6]. In [40] the authors give

an example of an infinite, finitely presented monoid with a finitely generated

diagonal act.

We will only state the conditions obtained in [39] for the case where T is finite

and S is infinite.

Proposition 5.7 Let S be an infinite semigroup and let T be a finite non-trivial

semigroup. If the diagonal S-act is finitely generated then S wrT is finitely gen-

erated if and only if the following conditions are satisfied:

(i) S2 = S and T 2 = T ;

(ii) S is finitely generated.

If the diagonal S-act is not finitely generated then S wrT is finitely generated if

and only if the following conditions are satisfied:

(i) S2 = S;

(ii) S is finitely generated;

(iii) every element of T is contained in the principal right ideal gener-

ated by a right identity.

We will now consider the automaticity of the wreath product S wrT in the

case where T is finite. In the case where S is also finite, S wrT is finite as well,
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and, in particular, it is automatic. We will consider the case where S is infinite

and the diagonal S-act is not finitely generated.

Theorem 5.8 If S and T are semigroups satisfying the following conditions:

(i) T is finite;

(ii) S is automatic;

(iii) the diagonal S-act is not finitely generated;

(iv) the wreath product S wrT is finitely generated;

then S wrT is automatic.

Proof. We assume that T is non-trivial and write T = {t1, . . . , tm} with m > 1.

By using Proposition 5.7 we know that S is finitely generated and S2 = S. So,

by Proposition 1.17, we conclude that the direct product S |T | is automatic. Let

(F,K) be an automatic structure for S |T | with uniqueness with F = {f1, . . . , fk}.

Since S2 = S, we can use Theorem 1.16, and assume that K does not have words

of length 1. Given t ∈ T , using again Proposition 5.7, there is a right identity

e ∈ T such that t = eq for some q ∈ T . So we can define a generating set

Y = {e1, . . . , em} ∪ {q1, . . . , qm}

for T such that ti = eiqi for i = 1, . . . ,m and e1, . . . , em represent (not necessarily

distinct) right identities in T . We define a new alphabet A by

A = {(f, ei) : f ∈ F, i = 1, . . . ,m} ∪ {(f, qi) : f ∈ F, i = 1, . . . ,m}

and a language L on A by

L =
⋃

i=1,...,m

{(fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi) : fα1

. . . fαn
∈ K}.

We will prove that the pair (A,L) is an automatic structure for S wrT (with

uniqueness). To see that A generates S wrT and that L is a set of unique rep-

resentatives for S wrT we observe that, given (f, ti) ∈ S wrT there is only one
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word fα1
. . . fαn

in K such that f = fα1
. . . fαn

. So there is only one word in L

representing (f, ti) which is

(fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi).

To prove that L is a regular language we now define a gsm A such that KηA = L.

Let

A = (Q,F,A, µ, q0, {χ})

with Q = {q0, . . . , qm} ∪ {χ}, where q0 is the initial state, χ is the only accept

state and µ is a partial function from Q× F to finite subsets of Q× A+ defined

by:

(q0, f)µ={(qi, (f, ei))} (i = 1, . . . ,m),

(qi, f)µ={(qi, (f, ei)), (χ, (f, qi)))} (i = 1, . . . ,m).

We will now prove that L(f,er) is a regular language, for (f, er) ∈ A. If we define

L
(i)
(f,er) = L(f,er) ∩ (A+ · {(f, qi) : f ∈ F} × A+)δA (i = 1, . . . ,m)

then we can write

L(f,er) =
⋃

i=1,...,m

L
(i)
(f,er)

and it suffices to prove that, for each i ∈ {1, . . . ,m}, the language L
(i)
(f,er) is

regular. To achieve that, we will use Theorem 3.1, and we start by showing that

L
(i)
(f,er) = Kw̄πF ζAδA ∩ (A+ · {(f, qi) : f ∈ F} × A+ · {(f, qi) : f ∈ F})δA

where w̄ is the word in K that represents qif ∈ S |T |. Let

(fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ej) . . . (fβs−1
, ej)(fβs

, qj) ∈ L.
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Then

((fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ej) . . . (fβs−1
, ej)(fβs

, qj))δA ∈ L
(i)
(f,er)

⇐⇒fα1
. . . fαn

qif = fβ1
. . . fβs

& eiqier = ejqj

⇐⇒fα1
. . . fαn

qif = fβ1
. . . fβs

& eiqi = ejqj

⇐⇒fα1
. . . fαn

qif = fβ1
. . . fβs

& ti = tj

⇐⇒ (fα1
. . . fαn

, fβ1
. . . fβs

)δF ∈ Kw̄ & i = j

⇐⇒ ((fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ej) . . . (fβs−1
, ej)(fβs

, qj))δA ∈

Kw̄πF ζAδA ∩ (A+ · {(f, qi) : f ∈ F} × A+ · {(f, qi) : f ∈ F})δA

We conclude, by Theorem 3.1, that L
(i)
(f,er) is a regular language. For a generator

(f, qr) ∈ A will we prove that L(f,qr) is regular in a similar way. We can write

L(f,qr) =
⋃

i=1,...,m

L
(i)
(f,qr)

where

L
(i)
(f,qr) = L(f,qr) ∩ (A+ · {(f, qi) : f ∈ F} × A+)δA (i = 1, . . . ,m).

We let i ∈ {1, . . . ,m} arbitrary and we will prove that L
(i)
(f,qr) is a regular language.

Let j the unique element in {1, . . . ,m} such that eiqiqr = ejqj and let w̄ be the

word in K that represents qif ∈ S |T |. Let

(fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ek) . . . (fβs−1
, ek)(fβs

, qk) ∈ L.

Then

((fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ek) . . . (fβs−1
, ek)(fβs

, qk))δA ∈ L
(i)
(f,qr)

⇐⇒fα1
. . . fαn

qif = fβ1
. . . fβs

& eiqiqr = ekqk

⇐⇒ (fα1
. . . fαn

, fβ1
. . . fβs

)δF ∈ Kw̄ & eiqiqr = ekqk & k = j

⇐⇒ ((fα1
, ei) . . . (fαn−1

, ei)(fαn
, qi), (fβ1

, ek) . . . (fβs−1
, ek)(fβs

, qk))δA ∈

Kw̄πF ζAδA ∩ (A+ · {(f, qi) : f ∈ F} × A+ · {(f, qj) : f ∈ F})δA

We can use again Theorem 3.1 to conclude that, for each i, the language

L
(i)
(f,qr) = Kw̄πF ζAδA ∩ (A+ · {(f, qi) : f ∈ F} × A+ · {(f, qj) : f ∈ F})δA
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is regular. �

In the case where the semigroups S and T are monoids, necessary and sufficient

conditions for the wreath product S wrT to be finitely generated, given in [38],

are the following:

Proposition 5.9 Let S and T be monoids, and let G be the group of units of T .

Then the wreath product S wrT is finitely generated if and only if both S and T

are finitely generated, and either S is trivial, or T = V G for some finite subset

V of T .

By using this result, our theorem has the following consequence:

Corollary 5.10 Let S be an automatic monoid and T be a finite monoid. Then

the wreath product S wrT is automatic.

Proof. We assume that S is not trivial. We can apply Proposition 5.9, with

V = T , and so S wrT is finitely generated. Moreover, the three conditions in

Proposition 5.7, for the case where the diagonal S-act is not finitely generated,

hold trivially since S and T are monoids. The proof of our theorem is based on

these conditions and therefore the wreath product S wrT is automatic. �

It is still an open question whether or not the wreath product S wrT is always

automatic when it is finitely generated. Of course, because of the above result, it

only remains to consider the case where the diagonal S-act is finitely generated.

In [38] and [50] we can find some examples of wreath products with finitely

generated diagonal S-act which, as the authors observe, is in some way the less

common case. Another interesting problem is that of the automaticity of the

wreath product in the case where the semigroup T is also infinite. A natural

starting point here is to use Proposition 5.9 and investigate the case where S and

T are monoids.



Chapter 6

Subsemigroups

We will consider the automaticity of subsemigroups of free semigroups and free

products of semigroups. In Section 1 we will prove that a subsemigroup of a

free semigroup is automatic (a known result) and in Section 2 we will consider

subsemigroups of free products, proving in particular that subsemigroups of free

products, with all generators having length greater than one in the free product,

are automatic.

1 Subsemigroups of a free semigroup

The following result was proved in [11] but, since we will use the idea of that

proof in the following section, we include it here with some additional detail.

Theorem 6.1 If F is a free semigroup and S is a finitely generated subsemigroup

of F , then S is automatic.

Proof. Since we are going to consider finitely generated subsemigroups of F

we may assume, without loss of generality, that F is a free semigroup on a finite

set X. We will show that S1 is automatic, which is sufficient by Proposition 1.14.

Suppose that S is generated by {α1, . . . , αn} where each αi is an element of F . Let

mi be the length of αi when considered as a word in X+. Let A = {a1, . . . , an, 1}

73
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be an alphabet, and let

L = {a11
m1−1, a21

m2−1, . . . , an1
mn−1}+ ∪ {1},

be a regular language on A+. We have a natural homomorphism

ρ : (A ∪ {$})+ → X∗; 1, $ 7→ ε; ai 7→ αi (i = 1, . . . , n)

satisfying the property

|wρ| = |w| for any w ∈ L\{1}.

We will prove that (A,L) is an automatic structure for S1. Let K = L\{1}, so

that

L= = L1 = K= ∪ {(1, 1)},

Lai
= Kai

∪ {(1, w)δA : w ∈ L,wρ ≡ αi}

for each i. The set {(1, 1)} is finite and the sets {(1, w)δA : w ∈ L,wρ ≡ αi}

are finite as well since there are finitely many words w ∈ L with length |αi| and

wρ ≡ αi implies |w| = |wρ| = |αi|. Hence it is enough to show that K= is regular

and that Kai
is regular for each i. We will define automata that recognize these

languages but before that we need to prove the following:

Claim 1 There is a finite set W ⊆ X∗ such that for any word

(β, γ)δA ∈ K= ∪ (
⋃

i=1,...,n

Kai
),

given an arbitrary integer t, the prefixes β(t)ρ, γ(t)ρ of the words βρ, γρ ∈ Kρ

are such that, one of them is a prefix of the other and the remainder suffix of the

longer word belongs to the finite set W . Formally,

(∀t ∈ N)(β(t)ρ ∈ (γ(t)ρ)W or γ(t)ρ ∈ (β(t)ρ)W ).

Proof. To prove this claim we define N = max{mi : i = 1, . . . , n} and W =

{w ∈ X∗ : |w| ≤ N}. We note that for any w ∈ K we have

|w| = |wρ|, |w(t)ρ| ≤ |w(t+ 1)ρ| (∀t ∈ N).
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For (β, γ)δA ∈ K= we have βρ ≡ γρ and so |β| = |γ|. We can write β(t) ≡

b1 . . . bt with b1, . . . , bt ∈ A for any t ≤ |β| = |βρ|. We have

|b1 . . . bt| ≤ |(b1 . . . bt)ρ| ≤ |b1 . . . bt| +N

by definition of ρ and so t ≤ |(β(t))ρ| ≤ t + N . Similarly t ≤ |(γ(t))ρ| ≤ t + N

and we can write

||(β(t))ρ| − |(γ(t))ρ|| ≤ N for t ≤ |β|. (6.1)

For (β, γ)δ ∈ Kai
we have (βρ)αi ≡ γρ and clearly, equation (6.1) still holds

in this case. For |β| < t ≤ |γ| we have |βρ| ≤ |(γ(t))ρ| ≤ |βρ| + N since

|γ| = |β| + |αi|. Hence, for any (β, γ)δA ∈ K= ∪ (
⋃
i=1,...,nKai

), we have

||(β(t))ρ| − |(γ(t))ρ|| ≤ N for any positive integer t. (6.2)

For (β, γ)δA ∈ K= we have βρ ≡ γρ and so given a positive integer t, either

(γ(t))ρ is a prefix of (β(t))ρ or (β(t))ρ is a prefix of (γ(t))ρ. For (β, γ)δA ∈ Kai

we have (βρ)αi ≡ γρ and so given t either (γ(t))ρ is a prefix of (β(t))ρ or (β(t))ρ

is a prefix of (γ(t))ρ or t > |β| and then

(γ(t))ρ ∈ (βρ)(Pref(αi)) ⊆ (βρ)W = ((β(t))ρ)W.

In any case, using equation (6.2), we obtain (β(t))ρ ∈ (γ(t)ρ)W or (γ(t))ρ ∈

(β(t)ρ)W for any positive integer t and the claim is proved. �

In what follows we fix a set W in the conditions of Claim 1. We now construct

an automaton M such that K= ⊆ L(M) and automata Mi such that Kai
⊆

L(Mi). Let

M = (Q, (A ∪ {$}) × (A ∪ {$}), (ε, ε), µ, (ε, ε))

where Q = (W × {ε}) ∪ ({ε} ×W ) and the transition µ is defined by

(α, β)
(x,y)
−−→µ (ε, γ) if α(xρ)γ ≡ β(yρ) and γ ∈ W

(α, β)
(x,y)
−−→µ (γ, ε) if α(xρ) ≡ β(yρ)γ and γ ∈ W.
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With the same notation we let:

Mi = (Q, (A ∪ {$}) × (A ∪ {$}), (ε, ε), µ, (ε, αi)).

To prove the inclusions above we will use the following:

Claim 2 For any u, v ∈ (A ∪ {$})+, with |u| = |v|, we have

(β, ε)
(u,v)
−−→µ (ε, γ) =⇒ β(uρ)γ ≡ vρ, (6.3)

(β, ε)
(u,v)
−−→µ (γ, ε) =⇒ β(uρ) ≡ (vρ)γ, (6.4)

(ε, β)
(u,v)
−−→µ (γ, ε) =⇒ uρ ≡ β(vρ)γ, (6.5)

(ε, β)
(u,v)
−−→µ (ε, γ) =⇒ (uρ)γ ≡ β(vρ). (6.6)

Proof. We will prove this claim by induction in m = |u| = |v|. For m = 1 the

implications follow from the definition of µ. Suppose the claim holds for words

u, v of length m. Let u, v be words of length m + 1. Then we can write u ≡ u′x

and v ≡ v′y where u′ and v′ are words of length m and x, y ∈ A ∪ {$}. To prove

implication (6.3) suppose that (β, ε)
(u,v)
−−→µ (ε, γ). We have either (β, ε)

(u′,v′)
−−−→µ

(ε, η) or (β, ε)
(u′,v′)
−−−→µ (η, ε) for some word η. We first consider the case where

(β, ε)
(u′,v′)
−−−→µ (ε, η). In this case β(u′ρ)η ≡ v′ρ by induction hypothesis and, since

(ε, η)
(x,y)
−−→µ (ε, γ), we have (xρ)γ ≡ η(yρ) by definition of µ. So we have

β(uρ)γ ≡ β(u′ρ)(xρ)γ ≡ β(u′ρ)η(yρ) ≡ (v′ρ)(yρ) ≡ vρ.

In the case where (β, ε)
(u′,v′)
−−−→µ (η, ε) we have β(u′ρ) ≡ (v′ρ)η by induction

hypothesis and, since (η, ε)
(x,y)
−−→µ (ε, γ), we have η(xρ)γ ≡ yρ, by definition of µ.

Hence,

β(uρ)γ ≡ β(u′ρ)(xρ)γ ≡ (v′ρ)η(xρ)γ ≡ (v′ρ)(yρ) ≡ vρ.

We conclude the proof of the claim by observing that implications (6.4), (6.5) and

(6.6) for words u, v of length m+ 1 can be verified similarly, using the induction

hypothesis. �
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To prove that K= ⊆ L(M) let (u, v)δA be an arbitrary element of K=. We

have uρ ≡ vρ and so |u| = |uρ| = |vρ| = |v|. Hence we can write u ≡ u1 . . . uk and

v ≡ v1 . . . vk with u1, . . . , uk, v1 . . . , vk ∈ A. By Claims 1 and 2 and by definition

of µ there is a path

(ε, ε)
(u1,v1)
−−−−→µ (γ1, γ

′
1)

(u2,v2)
−−−−→µ (γ2, γ

′
2) → . . .

(uk,vk)
−−−−→µ (γk, γ

′
k)

with γi ≡ ε and γ′i ∈ W or γi ∈ W and γ′i ≡ ε for i = 1, . . . , k. We now show,

using Claim 2, that γk ≡ γ′k ≡ ε. If γk ≡ ε then, by implications (6.3) and (6.6),

we have (uρ)γ ′k ≡ vρ and so γ′k ≡ ε. If γ′k ≡ ε then, by implications (6.4) and

(6.5), we have uρ ≡ (vρ)γk and so γk ≡ ε. In any case (γk, γ
′
k) = (ε, ε) which

means that the path is successful and so (u, v)δA ∈ L(M).

We now prove that Kai
⊆ L(Mi). Let (u, v)δA ∈ Kai

arbitrary with u ≡

u1 . . . uk, v ≡ v1 . . . vr and u1, . . . , uk, v1, . . . , vr ∈ A, so that we have (uρ)αi ≡ vρ.

By Claims 1 and 2 and by definition of µ, there is a path

(ε, ε)
(u1,v1)
−−−−→µ (γ1, γ

′
1)

(u2,v2)
−−−−→µ (γ2, γ

′
2) → . . .

(uk,vk)
−−−−→µ (γk, γ

′
k)

($,vk+1)
−−−−→µ (γk+1, γ

′
k+1) → . . .

($,vr)
−−−→µ (γr, γ

′
r)

with γj ≡ ε and γ′j ∈ W or γj ∈ W and γ′j ≡ ε for each j = 1, . . . , r. Using

Claim 2 we will prove that γr ≡ ε and γ′r ≡ αi. In fact, if it was γ ′r ≡ ε then

implications (6.4) and (6.5) would give uρ ≡ (vρ)γr what is not possible since

(uρ)αi ≡ vρ. So we have γr ≡ ε and, using implications (6.3) and (6.6), we obtain

(uρ)γ′r ≡ vρ which implies that γ ′r ≡ αi. Hence the path is successful in Mi and

so (u, v)δA ∈ L(Mi).

Finally, we will show that

L(M) ∩ (K ×K)δA ⊆ K=, L(Mi) ∩ (K ×K)δA ⊆ K=.

Let (β, γ)δ be an arbitrary element of L(M) ∩ (K × K)δA. Then we have a

successful path

(ε, ε)
(β,γ)
−−−→ (ε, ε)
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in M and, by Claim 2, we have βρ ≡ γρ which means that (β, γ)δ ∈ K=.

Analogously, given an arbitrary element (β, γ)δ ∈ L(Mi) ∩ (K ×K)δA, there is

a successful path

(ε, ε)
(β,γ)
−−−→ (ε, αi)

in Mi and, by Claim 2, we have (βρ)αi ≡ γρ which means that (β, γ)δ ∈ Kai
.

To conclude the proof of the theorem we observe that

K= = L(M) ∩ (K ×K)δA, Kai
= L(Mi) ∩ (K ×K)δA

and so K= and Kai
are regular languages. �

2 Subsemigroups of free products

If S1, . . . , Sn are semigroups with presentations 〈A1 | R1〉, . . . , 〈An | Rn〉 then

their free product, S = S1 ∗ . . . ∗Sn, is the semigroup defined by the presentation

〈A1 ∪ . . .∪An | R1 ∪ . . .∪Rn〉 (for an introduction and notation about semigroup

presentations see Section 3 in Chapter 8). Any element s ∈ S can be identified

with a sequence

s1 . . . sm (m > 1)

of elements of
⋃n

k=1 Sk such that,

si ∈ Sk =⇒ si+1 /∈ Sk (i = 1, . . . ,m− 1; k = 1, . . . , n);

such a sequence we call a reduced sequence (of elements of
⋃n

k=1 Sk). Given two

elements s = s1 . . . sm, s
′ = s′1 . . . s

′
p ∈ S, their product ss′ is the following: if the

elements sm, s
′
1 do not belong to a common factor Sk then the product ss′ is the

concatenation of sequences and in this case we say simply that the product ss′ is

the concatenation; otherwise we have sm, s
′
1 ∈ Sk for some k and the product ss′

is the reduced sequence s1 . . . sm−1s
′
0s

′
2 . . . s

′
p where s′0 = sms

′
1 in Sk.

Our main result is the following:
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Theorem 6.2 Let S be a free product of finitely many semigroups. Let H be a

subsemigroup of S generated by a finite set X such that no element of X belongs

to a non free factor of S. Then H is automatic.

This result has the following equivalent formulation:

Theorem 6.3 Let S be a free product of finitely many semigroups

S = S1 ∗ . . . ∗ Sn ∗ T1 ∗ . . . ∗ Tm

where T1, . . . , Tm are free semigroups on finite sets Y1, . . . , Ym respectively. Let

H =< t1, . . . , tl > be a subsemigroup of S where

t1, . . . , tl ∈ S\(S1 ∪ . . . ∪ Sn).

Then H is an automatic semigroup.

Proof. Let us denote Ti by Sn+i for i = 1, . . . ,m and let Y = Y1 ∪ . . . ∪ Ym.

Each generator ti such that ti /∈ T1∪. . .∪Tm can be written as a reduced sequence

of elements of
⋃m+n
k=1 Sk:

ti = si,1si,2 . . . si,p(i),

with p(i) ≥ 2. We observe that, in these sequences, we may have an element

from
⋃n

k=1 Sk appearing several times, i.e., we may have si,j = sk,l with i 6= k or

j 6= l, and to deal with that we are going to define alphabets that are essentially

in bijection with all different elements from
⋃n

k=1 Sk, that either appear in these

sequences or by multiplying them. For each k ∈ {1, . . . , n} we define

Ak = { ka1, . . . ,
kark}

to be an alphabet in bijection with the following finite subset of Sk:

Fk =
l⋃

i=1

({si,j ∈ Sk : j = 1, . . . , p(i)}) ∪ {si,p(i)sj,1 ∈ Sk : i, j ∈ {1, . . . , l}},
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and let fk : Ak → Fk be that bijection (we assume that the alphabets are disjoint).

We observe that, although the semigroups S1, . . . , Sn are arbitrary and may be

infinite, an arbitrary element h ∈ H can be written as a product of the generators

t1, . . . , tl and the essential idea for our proof is that the only elements from
⋃n

k=1 Sk

that may appear when we write an element ofH as a reduced sequence of elements

of
⋃n+m
k=1 Sk, are the elements of the finite set

⋃n

k=1 Fk. Moreover, for each k, an

element from Fk can now be represented by an element of the alphabet Ak.

We now define the alphabet

A = A1 ∪ . . . ∪ An ∪ Y

and the language L ⊆ A+ by

L = {y1 . . . yk :yi ∈ A1 ∪ . . . ∪ An ∪ Y
+
1 ∪ . . . ∪ Y +

m ,

yi ∈ Aj =⇒ yi+1 /∈ Aj (i = 1, . . . , k − 1; j = 1, . . . , n),

yi ∈ Y +
j =⇒ yi+1 /∈ Y +

j (i = 1, . . . , k − 1; j = 1, . . . ,m)}.

The bijections fk induce a homomorphism

f : A+ → S

and we will now show that any element in H has a unique representative in

L. Given an element h ∈ H it can be written as a product of the generators

t1, . . . , tl. Hence, when we write h as a reduced sequence of elements of
⋃n+m
j=1 Sj:

h = u1 . . . ur, each element ui is either some sk,l or a product sk,p(k)sl,1 or belongs

to a free semigroup Tj. We note that here we need the fact that no generator

may belong to a semigroup Sj (j = 1, . . . , n), because otherwise there could be

an element ui ∈ Sj, for some j ∈ {1, . . . , n}, that could only be obtained as a

product of more that two elements sk,l ∈ Sj. It follows from the definition of the

alphabets A1, . . . , An and from the definition of L that there is a unique word

w ∈ L such that wf = h.

Let γ1, . . . , γl be the unique words in L such that γif = ti, i = 1, . . . , l. Let

X = {x1, . . . , xl, 1} be a new alphabet and ρ be the homomorphism defined by

ρ : (X ∪ {$})+ → A∗;xi 7→ γi; 1, $ 7→ ε.
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XX++ (X++ρρ)\{εε}}

(X++ρρ)\{εε}}

  ρρ   f 
HH

  λλ   f 

Figure 6.1: Diagram with ρ, f , and λ.

We define the partial function

λ : A∗ → L ∪ {ε}; ε 7→ ε,

w 7→ w ∈ L if there is w ∈ L such that w = w in S,

which maps each word in A+ to the corresponding unique ”reduced word” in L

if such word exists. The domain of this partial function is not A∗ because there

may for example exist a, b ∈ Ak for some k, such that (af)(bf) /∈ Fk and in this

case there is no word w ∈ L such that w = ab in S. Nevertheless, since we have

X+ρ\{ε} = {γα1
. . . γαk

: k ∈ N;α1, . . . , αk ∈ {1, . . . , l}},

the partial function λ is defined on X+ρ, and more generally, it is easy to see

that it is also defined on

Subw((X+ρ ∪X+ρ)+).

We will now show that the set X+ρ\{ε} ⊆ L ⊆ A+ is in bijection with H. Given

an arbitrary h ∈ H we have h = tα1
. . . tαk

if and only if h = (xα1
. . . xαk

)ρ, and

we have already seen that there is a unique word in L representing h. We can

now identify the subsemigroup H with the set X+ρ\{ε} which is a semigroup,

defining the product of two words w1, w2 ∈ X+ρ\{ε}, representing two elements

s1, s2 ∈ H, to be the word w1w2 ∈ X+ρ\{ε}, which represents the element

s1s2 ∈ H. This semigroup is generated by the words γ1, . . . , γl. We observe that
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this product may be simply the concatenation or not, depending on the words

w1, w2, but if it is not the concatenation we have |w1w2| = |w1w2| − 1. Figure

6.1 illustrates the use of our functions by showing a diagram with the relevant

subsets of their domains and ranges. The proof will now follow the lines of the

proof of Theorem 6.1, keeping in mind that a product of the generators γ1, . . . , γl

is not precisely the concatenation but it is not far from it.

Let us consider the language K ⊆ X+ defined by

K = {xα1
1|γα1

|−1xα2
1r(α1,α2)xα3

. . . 1r(αt−2,αt−1)xαt
1r(αt−1,αt) :

t ≥ 1, αi ∈ {1, . . . , l}, i = 1, . . . , t}

where

r(i, j) =




|γj| − 1 if |γiγj| = |γiγj|

|γj| − 2 if |γiγj| = |γiγj| − 1.

We observe that |w| = |wρ| for any word w ∈ K. We can easily define a finite

deterministic automaton that recognizes the language K and so K is a regular

language. We will show that (X,K1) is an automatic structure for H1, where

K1 is the regular language K ∪ {1} ⊆ X+ and H1 is the monoid obtained by

adjoining an identity 1H to H. We have

K1
= = K1

1 = K= ∪ {(1, 1)},

K1
xi

= Kxi
∪ {(1, w)δX : w ∈ K,wρ ≡ γi}.

Since {(1, 1)} and {(1, w)δA : w ∈ K,wρ ≡ γi} are finite sets we just have to

prove that K= and Kxi
, for each i, are regular languages.

Denoting by ia, ib, . . . generic elements in Ai, for w1, w2 ∈ A∗ we write w1 ./ w2

if one of the following situations occur:

(w1 ∈ Pref(w2) & w1 ∈ A∗Y ) or

(w2 ∈ Pref(w1) & w2 ∈ A∗Y ) or

(w1 ≡ w ia and w2 ≡ w ibw′) for some i or

(w1 ≡ w iaw′ and w2 ≡ w ib) for some i.
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For w1 ./ w2 we define

Rem(w1, w2) =





(ε, w) (w2 ≡ w1w,w1 ∈ A∗Y )

(w, ε) (w1 ≡ w2w,w2 ∈ A∗Y )

( ia, ibw′) (w1 ≡ w ia, w2 ≡ w ibw′, i ∈ {1, . . . , k})

( iaw′, ib) (w1 ≡ w iaw′, w2 ≡ w ib, i ∈ {1, . . . , k}).

Intuitively, for two words w1, w2 ∈ L we have w1 ./ w2 if one of the words is

almost a prefix of the other, in the sense that it may be possible to multiply the

shorter word by a word from L in order to obtain the longer word. The function

Rem (which stands for remainder) gives us the remainders of the two words: the

two suffixes not belonging to the common prefix.

The following result tells us that there is a finite set where we can store the

remainders, if we are dealing with words from our languages.

Claim 1 There is a finite set W ⊆ A∗ such that (w1, w2)δX ∈ K= ∪ (
⋃l

i=1Kxi
)

implies that, for all t ∈ N, we have w1(t)ρ ./ w2(t)ρ and Rem(w1(t)ρ, w2(t)ρ) ∈

W ×W .

Proof. We take

N = max{|γi| : i = 1, . . . , l}

and we will prove that the result holds with

W = {w ∈ Suff(X+ρ) : |w| ≤ N + 1}.

Let w1, w2 ∈ K and t ≤ |w1|, |w2|. By the definition of K, we can write t ≤

|wj(t)ρ| ≤ t+N (j = 1, 2) and so we have

||w1(t)ρ| − |w2(t)ρ|| ≤ N.

If (w1, w2)δX ∈ K= then w1ρ ≡ w2ρ and therefore

w1(t)ρ ./ w2(t)ρ.
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Let Rem(w1(t)ρ, w2(t)ρ) = (η1, η2) where η1, η2 ∈ A∗. Since w1, w2 ∈ K ⊆ X+ we

have w1(t)ρ, w2(t)ρ ∈ X+ρ and so w1(t)ρ, w2(t)ρ ∈ X+ρ. Therefore, by definition

of Rem, η1, η2 ∈ Suff(X+ρ). Since ||w1(t)ρ| − |w2(t)ρ|| ≤ N , again by definition

of Rem, we have |η1|, |η2| ≤ N + 1 and we conclude that (η1, η2) ∈ W ×W .

Suppose now that (w1, w2)δA ∈ Kxi
. Then it is (w1ρ)γi ≡ w2ρ and so

w1(t)ρ ./ w2(t)ρ

for any t ∈ N. Since we have |w1ρ| = |w1| and |w2ρ| = |w2| it may be |w2| =

|w1| + |γi| or |w2| = |w1| + |γi| − 1 according to whether w1ργi ≡ (w1ρ)γi or

not. For t ≤ |w1| we have as above t ≤ |wj(t)ρ| ≤ t + N (j = 1, 2) and so

||w1(t)ρ| − |w2(t)ρ|| ≤ N . For |w1| < t ≤ |w2| we have

|w1(t)ρ| = |w1ρ| = |w1|, t ≤ |w2(t)ρ| ≤ |w1| + |γi| ≤ |w1| +N

and so ||w2(t)ρ| − |w1(t)ρ|| ≤ N . Again w1(t)ρ, w2(t)ρ ∈ X+ρ, since w1, w2 ∈

K ⊆ X+, and we have Rem(w1(t)ρ, w2(t)ρ) ∈ W ×W . �

From now on we assume that a set W satisfying the conditions of Claim 1 is

fixed and we will use this set to construct automata that allow us to prove the

regularity of our languages. We will prove that there is an automaton M such that

K= = L(M)∩(K×K)δX and automata Mi such that Kxi
= L(Mi)∩(K×K)δX .

Let

M = (Q, (X ∪ {$}) × (X ∪ {$}), (ε, ε), µ, T )

where Q = W ×W , T = {(a, a) : a ∈ A1 ∪ . . . ∪ An ∪ {ε}} and µ is defined by

(α, β)
(x,y)
−−→µ Rem(α(xρ), β(yρ)) if α(xρ) ./ β(yρ) and

Rem(α(xρ), β(yρ)) ∈ W ×W

for α, β ∈ W and x, y ∈ X ∪ {$}. For i ∈ {1, . . . , l} we define

Mi = (Q, (X ∪ {$}) × (X ∪ {$}), (ε, ε), µ, Ti)
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where Ti is defined as follows. If γi ≡
jaγ′i for some word γ ′i ∈ A+ then we define

Ti = {( jb, jcγ′i) : jb ja = jc in Sj} ∪ {( kb, kbγi) : k 6= j} ∪ {(ε, γi)}.

If γi ∈ Y A∗ then we define

Ti = {( ka, kaγi)} ∪ {(ε, γi)}.

The following result, relates a transition in the automata with the remainders

of the pair of words involved in the transition.

Claim 2 For any w1, w2 ∈ (X ∪ {$})+, with |w1| = |w2|, we have

(α, β)
(w1,w2)
−−−−→µ (θ1, θ2) =⇒ Rem(α(w1ρ), β(w2ρ)) = (θ1, θ2). (6.7)

Proof. We will prove this claim by induction on m = |w1| = |w2|. For m = 1

the implication follows from the definition of µ. Suppose the claim holds for words

of length m and let w1, w2 be words of length m+ 1 with (α, β)
(w1,w2)
−−−−→µ (θ1, θ2).

Then we can write w1 ≡ w′
1x and w2 ≡ w′

2y where w′
1 and w′

2 are words of

length m. We have (α, β)
(w′

1
,w′

2
)

−−−−→µ (η1, η2) and (η1, η2)
(x,y)
−−→µ (θ1, θ2) for some

words η1, η2 ∈ W . By the induction hypothesis and by definition of µ it is

(η1, η2) = Rem(α(w′
1ρ), β(w′

2ρ)) and (θ1, θ2) = Rem(η1(xρ), η2(yρ)). We can then

write

α(w′
1ρ) ≡ w′′η1, η1(xρ) ≡ w′θ1,

β(w′
2ρ) ≡ w′′η2, η2(yρ) ≡ w′θ2,

for some words w′, w′′ ∈ A∗.

We will now show that

w′′w′θ1 ≡ w′′w′θ1.

The equation holds trivially for θ1 ≡ ε. If w′ 6= ε the equation holds as well,

since w′θ1 ∈ L. We will now consider the case where θ1 6= ε and w′ ≡ ε. If

w′′ ∈ A∗Y ∪ {ε} then the equation clearly holds. Otherwise we have w′′ ≡ w′′′ ia

for some i, it must be η1 6= ε by the definition of Rem and, since w′′η1 ∈ L, we

have either η1 ∈ Y A∗ or η1 ≡
jbη′1 with i 6= j. Since η1(xρ) ≡ θ1 we have θ1 ∈ Y A∗
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or θ1 ∈ AjA
∗ with i 6= j as well and, in either case, w′′θ1 ≡ w′′θ1 yielding again

w′′w′θ1 ≡ w′′w′θ1. A similar argument shows that w′′w′θ2 ≡ w′′w′θ2.

Therefore we have

α(w1ρ) ≡ α(w′
1ρ)(xρ) ≡ α(w′

1ρ)(xρ) ≡

(w′′η1)(xρ) ≡ w′′η1(xρ) ≡ w′′w′θ1 ≡ w′′w′θ1

and

β(w2ρ) ≡ β(w′
2ρ)(yρ) ≡ β(w′

2ρ)(yρ) ≡

(w′′η2)(yρ) ≡ w′′η2(yρ) ≡ w′′w′θ2 ≡ w′′w′θ2.

Hence Rem(α(w1ρ), β(w2ρ)) = (θ1, θ2) which concludes the proof of the claim. �

We will now use the two claims to prove that

K= = L(M) ∩ (K ×K)δA,

Kxi
= L(Mi) ∩ (K ×K)δA (i = 1, . . . , l),

by showing each of the four inclusions separately.

To prove that K= ⊆ L(M) let (w1, w2)δX ∈ K= arbitrary. We have w1ρ ≡

w2ρ, |w1| = |w1ρ| = |w2ρ| = |w2| and we can write w1 ≡ y1 . . . yk and w2 ≡

z1 . . . zk with y1, . . . , yk, z1 . . . , zk ∈ X. Using the two claims and by definition of

µ we can construct a unique path labeled by (w1, w2),

(ε, ε)
(y1,z1)
−−−−→µ (η1, η

′
1)

(y2,z2)
−−−−→µ (η2, η

′
2)

(y3,z3)
−−−−→µ . . .

(yk,zk)
−−−−→µ (ηk, η

′
k),

with all ηi, η
′
i ∈ W . By Claim 2 it must be (ηk, η

′
k) = Rem(w1ρ, w2ρ). Since

w1ρ ≡ w2ρ, we have (ηk, η
′
k) = (a, a) with a ∈ A1 ∪ . . . ∪ An ∪ {ε}, which means

that (w1, w2)δA ∈ L(M).

To prove that L(M) ∩ (K ×K)δX ⊆ K= let w1, w2 be arbitrary words in K

such that (w1, w2)δX ∈ L(M). We can write w1 ≡ y1 . . . yq and w2 ≡ z1 . . . zr

where y1, . . . , yq, z1, . . . , zr ∈ X. So there is a path

(ε, ε)
(y1...yk,z1...zk)
−−−−−−−−→ (a, a)
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in M where k = max{q, r}, yq+1 = . . . = yk = zr+1 = . . . = zk = $ and

a ∈ A1 ∪ . . . ∪ An ∪ {ε}. By Claim 2 it is (a, a) = Rem(w1ρ, w2ρ) which implies

that w1 = w2 as elements of H and so (w1, w2)δX ∈ K=.

To prove that Kxi
⊆ L(Mi) let (w1, w2)δA ∈ Kxi

be arbitrary. We have

(w1ρ)γi ≡ w2ρ and we write w1 ≡ y1 . . . yk, w2 ≡ z1 . . . zr with y1, . . . , yk, z1, . . . , zr

∈ X. Using the previous claims and by definition of µ we can construct a unique

path in Mi labeled by (w1$
r−k, w2),

(ε, ε)
(y1,z1)
−−−−→µ (η1, η

′
1)

(y2,z2)
−−−−→µ (η2, η

′
2) → . . .

(yk,zk)
−−−−→µ (ηk, η

′
k)

($,zk+1)
−−−−→µ (ηk+1, η

′
k+1) → . . .

($,zr)
−−−→µ (ηr, η

′
r),

with all ηj, η
′
j ∈ W . By Claim 2, (ηr, η

′
r) = Rem(w1ρ, w2ρ). If γi ∈ Y A∗ then,

it can be w1ρ ∈ A∗Y and so (ηr, η
′
r) = (ε, γi) ∈ Ti, or w1ρ ≡ w ka and then

(ηr, η
′
r) = ( ka, kaγi) ∈ Ti as well. Otherwise we have γi ≡ jaγ′i and, since

(w1ρ)γi ≡ w2ρ, there are three possibilities: it may be w1ρ ≡ w′ jb and w2ρ ≡

w′ jcγ′i with jb ja = jc in Sj, and so Rem(w1ρ, w2ρ) = ( jb, jcγ′i) ∈ Ti; it can also be

w1ρ ≡ w′ kb (k 6= j) and w2ρ ≡ w′ kbγi and then Rem(w1ρ, w2ρ) = ( kb, kbγi) ∈ Ti;

finally it can be w1ρ ∈ A∗Y and then Rem(w1ρ, w2ρ) = (ε, γi) ∈ Ti. In any case

(ηr, η
′
r) = Rem(w1ρ, w2ρ) ∈ Ti and so (w1, w2)δX ∈ L(Mi).

To prove that L(Mi) ∩ (K × K)δX ⊆ Kxi
let w1, w2 ∈ K arbitrary such

that (w1, w2)δX ∈ L(Mi). We can write w1 ≡ y1 . . . yq and w2 ≡ z1 . . . zr where

y1, . . . , yq, z1, . . . , zr ∈ X. There is a successful path

(ε, ε)
(y1...yk,z1...zk)
−−−−−−−−→ (η, η′)

in Mi where k = max{q, r}, yq+1 = . . . = yk = zr+1 = . . . = zk = $ and

(η, η′) ∈ Ti. By Claim 2 we have (η, η′) = Rem(w1ρ, w2ρ). If γi ≡
jaγ′i then,

by definition of Ti, we have either (η, η′) = ( jb, jcγ′i) with jb ja = jc in Sj, or

(η, η′) = ( kb, kbγi) with k 6= j, or (η, η′) = (ε, γi). In the first case we have

w1ρ ≡ w jb and w2ρ ≡ w jcγ′i for some word w ∈ A∗ and so we can write (w1ρ)γi ≡

w jb jaγ′i ≡ w jcγ′i ≡ w2ρ which means that w1xi = w2 in H. In the second case

we have w1ρ ≡ w kb and w2ρ ≡ w kbγi for some word w ∈ A∗ and so we can write
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(w1ρ)γi ≡ w kbγi ≡ w2ρ and again w1xi = w2 in H. In the third case we have

w1ρ ∈ A∗Y and so w2ρ ≡ w1ργi ≡ (w1ρ)γi which implies w2 = w1xi in H. If we

have γi ∈ A∗Y then, by definition of Ti, it may be Rem(w1ρ, w2ρ) = ( ka, kaγi) or

Rem(w1ρ, w2ρ) = (ε, γi). In the first case we have w1ρ ≡ w ka and so w2ρ ≡ w kaγi

which implies that (w1ρ)γi ≡ w kaγi ≡ w kaγi ≡ w2ρ and therefore w1xi = w2 in

H. In the second case we have w1ρ ∈ A∗Y and w2ρ ≡ w1ργi ≡ (w1ρ)γi which

implies again w2 = w1xi in H. So in any case (w1, w2)δX ∈ Kxi
and the inclusion

is proved.

To conclude the proof of the theorem we observe that, since K= = L(M) ∩

(K ×K)δA and Kxi
= L(Mi) ∩ (K ×K)δA, K= and Kxi

are regular languages

and so H1 is automatic which implies that H is automatic. �

Corollary 6.4 If S is a free product of semigroups that are either finite or free

then any finitely generated subsemigroup of S is automatic.

Proof. Let S = S1 ∗ . . .∗Sn ∗T1 ∗ . . .∗Tm where S1, . . . , Sn are finite semigroups

and T1, . . . , Tm are free semigroups. Let H be an (infinite) subsemigroup of

S. Suppose that H is generated by A = {t1, . . . , tl} ⊆ S and, without loss

of generality, that A ∩ S1 = {t1, . . . , tk} (0 < k < l) . Since the semigroup

U =< t1, . . . , tk > is a subsemigroup of S1 it is finite. Let H ′ be the semigroup

generated by the finite set

A′ = {U 1tk+1U
1, U 1tk+2U

1, . . . , U 1tlU
1}.

We observe that

A ∩ (S1 ∪ . . . ∪ Sn) ! A′ ∩ (S1 ∪ . . . ∪ Sn), A′ ∩ S1 = ∅

and H\H ′ = U is finite. If A′ contains elements from S2 we can remove them the

same way obtaining a semigroup H ′′ generated by a set A′′ that does not contain

elements from S1 ∪ S2 and such that H\H ′′ is finite. Repeating this process for



CHAPTER 6. SUBSEMIGROUPS 89

every Si that contains generators we will obtain a semigroup V generated by a

set B such that B ∩ (S1 ∪ . . . ∪ Sn) = ∅ and H\V is finite. Since V is in the

conditions of the previous theorem it is automatic. Since H\V is finite we can

use Proposition 1.15 and conclude the H is automatic. �

Corollary 6.5 Any finitely generated subsemigroup of a free product of finite

semigroups is automatic.

Proof. This is a particular case of the previous corollary, worth stating sep-

arately. �

We say that a semigroup is monogenic if it is generated by a single element

and we have the following result:

Corollary 6.6 Any finitely generated subsemigroup of a free product of mono-

genic semigroups is automatic.

Proof. A monogenic semigroup is either free or finite and so we can use

Corollary 6.4. �

Defining a semigroup to be strongly automatic if all its finitely generated

subsemigroups are automatic we may ask the following question:

Question 6.7 Is the free product of strongly automatic semigroups always strongly

automatic?

The answer to the same question for groups is ”yes” because we can use the

Kurosh Subgroup Theorem: If H is a subgroup of G1 ∗G2 then H is isomorphic

to F ∗ H1 ∗ H2 where F is a free group, H1 is isomorphic to a subgroup of G1

and H2 is isomorphic to a subgroup of G2. For semigroups it is still an open

question. As we will see, the bicyclic monoid is strongly automatic. So we may

also consider the following question:
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Question 6.8 Does Theorem 6.2 still hold if we allow generators to belong to

factors isomorphic to the bicyclic monoid?



Chapter 7

Subsemigroups of the bicyclic

monoid B

The bicyclic monoid is one of the most fundamental semigroups. It is one of the

main ingredients in the Bruck–Reilly extensions (see [29]), and also the basis of

several generalizations; see [1, 8, 21, 26]. In [30, Sec 3.4] references are given to a

number of applications of the bicyclic monoid to topics outside semigroup theory.

The bicyclic monoid is known to have several remarkable properties, one of which

is that it is completely determined by its lattice of subsemigroups; see [45] and

[46]. Also, in [31] the authors study properties of a specific subsemigroup of B.

Slightly surprisingly, there seems to be little other work in literature regarding

the subsemigroups of B.

In this chapter we give a description of all subsemigroups of B. We show that

there are essentially five different types of subsemigroups. One of them is the

degenerate case of subsets of {cibi : i ≥ 0}, and the remaining four split in two

groups of two, linked by the obvious anti-isomorphism ̂ : cibj 7→ cjbi of B. Each

subsemigroup is characterized by a certain collection of parameters. We describe

algorithms for obtaining these parameters from the generating set.

In Section 1 we define a series of distinguished subsets of B, which are then

used as a kind of building blocks, and then we state our main theorem in Section

91
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Figure 7.1: The bicyclic monoid

2. Section 3 contains the auxiliary results needed to prove the main theorem.

In Sections 4 and 5 we respectively consider the two non-degenerate types of

subsemigroups. Finally, Section 6 contains the algorithms for the computation of

parameters.

1 Distinguished subsets

In this section we introduce the notation we will need. In order to define subsets

of the bicyclic monoid we find it convenient to represent B as an infinite square

grid, as shown in Figure 7.1. We start by defining the functions Φ,Ψ, λ : B → N0

by Φ(cibj) = i, Ψ(cibj) = j and λ(cibj) = |j − i| and by introducing some basic

subsets of B:

D = {cibi : i ≥ 0} − the diagonal ,

U = {cibj : j > i ≥ 0} − the upper half,

Rp = {cibj : j ≥ p, i ≥ 0} − the right half plane (determined by p),

Lp = {cibj : 0 ≤ j < p, i ≥ 0} − the left strip (determined by p),

Md = {cibj : d | j − i; i, j ≥ 0} − the λ-multiples of d,

for p ≥ 0 and d > 0.

We now define the function̂ : B → B by cibj 7→ ĉibj = cjbi. Geometrically

̂ is the reflection with respect to the main diagonal. So, for example, Û is the

lower half. Algebraically this function is an anti-isomorphism (x̂y = ŷx̂), as is
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Figure 7.2: The upper and lower halves U, Û , the triangle T1,4 and the strips

S1,4, S
′
1,4

easy to check.

By using the above basic sets and functions we now define some further subsets

of B that will be used in our description. For 0 ≤ q ≤ p ≤ m we define the triangle

Tq,p = Lp ∩ R̂q ∩ (U ∪D) = {cibj : q ≤ i ≤ j < p},

and the strips

Sq,p = Rp ∩ R̂q ∩ L̂p = {cibj : q ≤ i < p, j ≥ p},

S ′
q,p = Sq,p ∪ Tq,p = {cibj : q ≤ i < p, j ≥ i},

Sq,p,m = Sq,p ∩Rm = {cibj : q ≤ i < p, j ≥ m}.

Note that for q = p the above sets are empty. For i,m ≥ 0 and d > 0 we define

the lines

Λi = R̂i ∩ L̂i+1 = {cibj : j ≥ 0},

Λi,m,d = Λi ∩Rm ∩Md = {cibj : d | j − i, j ≥ m}

and in general for I ⊆ {0, . . . ,m− 1},

ΛI,m,d =
⋃
i∈I Λi,m,d = {cibj : i ∈ I, d | j − i, j ≥ m}.

For p ≥ 0, d > 0, r ∈ [d] = {0, . . . , d− 1} and P ⊆ [d] we define the squares

Σp = Rp ∩ R̂p = {cibj : i, j ≥ p},

Σp,d,r = Σp ∩ (
∞⋃

u=0

Λp+r+ud) ∩ (
∞⋃

u=0

Λ̂p+r+ud) = {cp+r+udbp+r+vd : u, v ≥ 0},

Σp,d,P =
⋃
r∈P Σp,d,r = {cp+r+udbp+r+vd : r ∈ P ;u, v ≥ 0}.



CHAPTER 7. SUBSEMIGROUPS OF THE BICYCLIC MONOID B 94

44

11
22

55

77
88

11 22 44 55 77 88

44

11
22

55

77
88

11 22 44 55 77 88
00

33

6600 33

66

Figure 7.3: The λ-multiples of 3, M3, and the square Σ1,3,{0,1}

Some of our subsetes are illustrated in Figures 7.2 and 7.3.

Finally, for X ⊆ B, we define ι(X) = min(Φ(X ∩ U)) (if X ∩ U 6= ∅) and

κ(X) = min(Ψ(X ∩ Û)) (if X ∩ Û 6= ∅). Geometrically , ι(X) is the topmost

line having an element in X above the diagonal and κ(X) is the leftmost column

having an element in X below the diagonal.

2 The main theorem

We now state our main theorem, that will be proved in the following sections.

Theorem 7.1 Let S be a subsemigroup of the bicyclic monoid. Then one of the

following conditions holds:

1. The subsemigroup is a subset of the diagonal; S ⊆ D.

2. The subsemigroup is a union of a subset of a triangle, a subset of the diago-

nal above the triangle, a square below the triangle and some lines belonging

to a strip determined by the square and the triangle, or it is the reflection

of such a union with respect to the diagonal. Formally, there exist q, p ∈ N0

with q ≤ p, d ∈ N, I ⊆ {q, . . . , p − 1} with q ∈ I, P ⊆ {0, . . . , d − 1} with

0 ∈ P , FD ⊆ D ∩Lq, F ⊆ Tq,p such that S is of one of the following forms:

(i) S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P ; or
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(ii) S = FD ∪ F̂ ∪ Λ̂I,p,d ∪ Σp,d,P .

3. There exist d ∈ N, ∅ 6= I ⊆ N0, FD ⊆ D∩Lmin(I) and sets Si ⊆ Λi,i,d (i ∈ I)

such that S is of one of the following forms:

(i) S = FD ∪
⋃

i∈I

Si;

(ii) S = FD ∪
⋃

i∈I

Ŝi;

where each Si has the form

Si = Fi ∪ Λi,mi,d

for some mi ∈ N0 and some finite set Fi, and

I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}

for some (possibly empty) R ⊆ {0, . . . , d−1}, some N ∈ N0 and some finite

set I0 ⊆ {0, . . . , N − 1}.

We start by observing that if S ⊆ D then there is nothing to describe because

any idempotent cibi is an identity for the square Σi below it.

Condition 2. corresponds to subsemigroups having elements both above and

below the diagonal; we call them two-sided subsemigroups. We observe that

a subsemigroup defined by condition 2.(ii) is symmetric to the corresponding

subsemigroup given by condition 2.(i) with respect to the diagonal, and so we

can use the anti-isomorphism ̂ to obtain one from the other. Therefore we

only need to consider subsemigroups that fall in one of these two categories. The

description of two-sided subsemigroups is obtained in Section 4.

We call upper subsemigroups those having all elements above the diagonal and

lower subsemigroups those having all elements below the diagonal. Condition 3.

corresponds to upper and lower subsemigroups. Again conditions 3.(i) and 3.(ii)

give subsemigroups symmetric with respect to the diagonal and so only one of

them will have to be considered. Upper subsemigroups are dealt with in Section

5.
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3 Auxiliary results

In this section we will prove some useful properties of the subsets defined in

Section 1. In particular, we prove that a number of the distinguished subsets are

in fact subsemigroups. We start with three basic ones.

Lemma 7.2 For any d ∈ N the λ-multiples of d, Md, is a subsemigroup.

Proof. Let cibj, ckbl ∈ Md. Then d | i − j and d | k − l. If j > k then

cibjckbl = cibj−k+l otherwise cibjckbl = ci−j+kbl. In any case cibjckbl ∈ Md be-

cause d | i− j + k − l. �

Lemma 7.3 For any p ∈ N the right half plane Rp and the strip S ′
0,p are sub-

semigroups.

Proof. Let x = cibj, y = ckbl ∈ Rp (j, l ≥ p). If j ≥ k then xy = cibj−k+l ∈ Rp

since j − k + l ≥ l ≥ p. If j < k then xy = ci−j+kbl ∈ Rp since l ≥ p. Therefore

Rp is a subsemigroup. Let x = cibj, y = ckbl ∈ S ′
0,p (i, k < p, j ≥ i, l ≥ k). If

j ≥ k then xy = cibj−k+l ∈ S ′
0,p since i < p and j − k + l ≥ j ≥ i. If j < k then

xy = ci−j+kbl ∈ S ′
0,p since i− j + k ≤ k < p and l ≥ k ≥ i− j + k. Therefore S ′

0,p

is also a subsemigroup. �

Now we use these basic subsemigroups and the fact that the image of a sub-

semigroup under an anti-isomorphism is also a subsemigroup, to establish some

further subsemigroups:

Lemma 7.4 For any q, p,m ∈ N0 with q < p ≤ m the following sets are sub-

semigroups:

(i) Sq,p; (ii) S ′
q,p; (iii) Σp;

(iv) Sq,p ∪ Σp; (v) Sq,p,m; (vi) S ′
q,p ∪ Σp.
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Proof. To prove (i) – (v) we will just write the sets as intersections of subsemi-

groups given by the previous lemma and their images by the anti-isomorphism̂.

We have

Sq,p = S ′
0,p ∩ R̂q ∩Rp, S

′
q,p = S ′

0,p ∩ R̂q, Σp = Rp ∩ R̂p,

Sq,p ∪ Σp = Rp ∩ R̂q, Sq,p,m = S ′
0,p ∩Rm ∩ R̂q.

To prove that S = S ′
q,p ∪ Σp is a subsemigroup, it is sufficient to show that, for

x = cibj ∈ S ′
q,p (q ≤ i < p, j ≥ i) and y = ckbl ∈ Σp (k, l ≥ p), we have xy, yx ∈ S.

If j ≥ k then xy = cibj−k+l ∈ S, because i ≥ q and j − k + l ≥ l ≥ p. If j < k

then xy = ci−j+kbl ∈ S, because i− j + k > i ≥ q and l ≥ p. Since l ≥ p > i we

have yx = ckbl−i+j ∈ Σp, because k ≥ p and l − i+ j ≥ l ≥ p. �

The following lemma establishes some inclusions that will also be useful.

Lemma 7.5 For any p, q ∈ N0 with q < p the following inclusions hold:

(i) Tq,pSq,p ⊆ Sq,p; (ii) Sq,pTq,p ⊆ Sq,p;

(iii) Tq,pΣp ⊆ Sq,p ∪ Σp; (iv) ΣpTq,p ⊆ Σp.

Proof. Let

α = cibj ∈ Tq,p (q ≤ i ≤ j < p),

β = ckbl ∈ Sq,p (q ≤ k < p, l ≥ p),

γ = cubv ∈ Σp (u, v ≥ p).

If j ≥ k then αβ = cibj−k+l and, since j − k + l ≥ l ≥ p, αβ ∈ Sq,p. If j < k

then αβ = ci−j+kbl and, since l ≥ p and S ′
q,p is a subsemigroup, αβ ∈ Sq,p. So

(i) is proved. We have βα = ckbl−i+j because i < p ≤ l. Since l − i + j ≥ l ≥ p

we have βα ∈ Sq,p and so (ii) is proved as well. We have αγ = ci−j+ubv because

j < p ≤ u and, since v ≥ p and S ′
q,p ∪ Σp is a subsemigroup, αγ ∈ Sq,p ∪ Σp and

(iii) is proved. Finally, γα = cubv+j−i because i < p ≤ v. We have γα ∈ Σp,

because v + j − i ≥ v ≥ p, and (iv) is proved as well. �

Next we prove that every square is a subsemigroup:
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Lemma 7.6 For any p ∈ N0, d ∈ N and P ⊆ {0, . . . , d− 1}, the square Σp,d,P is

a subsemigroup.

Proof. Let

α = cp+r1+u1dbp+r1+v1d, β = cp+r2+u2dbp+r2+v2d ∈ Σp,d,P

where r1, r2 ∈ P ; u1, v1, u2, v2 ∈ N0. If p+ r1 + v1d ≥ p+ r2 + u2d then

αβ = cp+r1+u1dbp+r1+(v1−u2+v2)d.

Since we have p+ r1 + v1d ≥ p+ r2 + u2d, it follows that r1 + v1d− u2d ≥ r2 ≥ 0,

which implies r1 + (v1 − u2 + v2)d ≥ 0. So we have (v1 − u2 + v2)d ≥ −r1 > −d

and hence v1 − u2 + v2 ≥ 0. Therefore αβ ∈ Σp,d,P . If p+ r1 + v1d < p+ r2 + u2d

then

αβ = cp+r2+(u1−v1+u2)dbp+r2+v2d.

Analogously p+r2+u2d > p+r1+v1d implies u1−v1+u2 ≥ 0 and so αβ ∈ Σp,d,P . �

Also, a square ’extended’ by adjoining all the λ-multiples of d in a strip above

it is a subsemigroup:

Lemma 7.7 For any q, p ∈ N0 with q ≤ p, d ∈ N and P ⊆ {0, . . . , d − 1}, the

set

Σp,d,P ∪ (Md ∩ S
′
q,p)

is a subsemigroup.

Proof. Let

H = Σp,d,P ∪ (Md ∩ S
′
q,p).

We know from the previous lemma that Σp,d,P is a subsemigroup. From Lemmas

7.2 and 7.4 we know that Md ∩ S
′
q,p is a subsemigroup as well. Let

α = cp+r+udbp+r+vd ∈ Σp,d,P , β = cibi+sd ∈Md ∩ S
′
q,p.
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We just have to prove that αβ, βα ∈ H. Since p+ r + vd ≥ p > i,

αβ = cp+r+udbp+r+(v+s)d ∈ Σp,d,P .

We have

βα = cibi+sdcp+r+udbp+r+vd.

We note that H ⊆ U = (Σp ∪ S
′
q,p)∩Md and, using the same two lemmas, U is a

subsemigroup. Therefore, if i + sd ≥ p + r + ud then βα /∈ Σp and, since U is a

subsemigroup,

βα ∈ S ′
q,p ∩Md ⊆ H.

If i+ sd < p+ r + ud and u− s < 0 we have again

βα ∈ S ′
q,p ∩Md ⊆ H.

Finally, if i+ sd < p+ r + ud and u− s ≥ 0 then

βα = cp+r+(u−s)dbp+r+vd ∈ Σp,d,P

which concludes the proof. �

Another important type of subsemigroups are the lines:

Lemma 7.8 For any p ∈ N0, d ∈ N and I ⊆ {0, . . . , p − 1}, the set ΛI,p,d is a

subsemigroup.

Proof. Let α = cibi+ud, β = cjbj+vd ∈ ΛI,p,d (i, j < p; i + ud, j + vd ≥ p). Then

αβ = cibi+(u+v)d because i+ ud ≥ p > j. Since i+ (u+ v)d ≥ i+ ud ≥ p we have

αβ ∈ ΛI,p,d. �

The following lemma describes the subsemigroups that are obtained ’extend-

ing’ a square by adjoining lines above it:
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Lemma 7.9 Let p ∈ N0, d ∈ N, ∅ 6= I ⊆ {0, . . . , p− 1}, ∅ 6= P ⊆ {0, . . . , d− 1},

and q = min(I). The set H = Σp,d,P ∪ ΛI,p,d is a subsemigroup if and only if

I ′ = {p+ r − ud : r ∈ P, u ∈ N0, p+ r − ud ≥ q} ⊆ I.

Proof. We will first assume that H is a subsemigroup and prove that I ′ ⊆ I.

Let cqbq+d1 , cp+r+dbp+r ∈ H where r ∈ P and d1 > 0 is a multiple of d. For any

n,m ∈ N such that p+ r +md− nd1 ≥ q we have

(cqbq+d1)n(cp+r+dbp+r)m = cp+r+md−nd1bp+r ∈ H

and so p+r−ud ∈ I for any r ∈ P and u ∈ N such that p+r−ud ≥ q. Therefore

I ′ ⊆ I. Let us assume now that I ′ ⊆ I and prove that H is a subsemigroup. We

know that Σp,d,P is a subsemigroup. Let

α = cp+r+udbp+r+vd ∈ Σp,d,P (r ∈ P ;u, v ∈ N0)

β = cibi+d1 ∈ ΛI,p,d(i ∈ I, d1 ∈ N, d | d1).

We have

αβ = cp+r+udbp+r+vd+d1 ∈ Σp,d,P .

If i+ d1 ≥ p+ r + ud then

βα = cibi+d1+(v−u)d ∈ ΛI,p,d,

because i+ d1 + (v − u)d ≥ p+ r + vd ≥ p. If i+ d1 < p+ r + ud then

βα = cp+r+ud−d1bp+r+vd.

In this case, if ud − d1 ≥ 0 then βα ∈ Σp,d,P and if ud − d1 < 0 then p + r +

ud − d1 ≥ q because H ⊆ Sq,p ∪ Σp and Sq,p ∪ Σp is a subsemigroup. Therefore

p+ r + ud− d1 ∈ I ′ ⊆ I, implying βα ∈ ΛI,p,d. �
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4 Two-sided subsemigroups

In this section we describe subsemigroups that have elements both above and

below the diagonal. Let S be a subsemigroup of B with S∩U 6= ∅ and S∩ Û 6= ∅.

Without loss of generality we can assume that q = ι(S) ≤ κ(S) = p observing

that the other case is dual to this by using the anti-isomorphism ̂.

We now state our main result of this section:

Theorem 7.10 Let S be a subsemigroup of B such that S ∩ U 6= ∅, S ∩ Û 6= ∅

and q = ι(S) ≤ κ(S) = p. There exist d ∈ N, FD ⊆ D ∩ Lq, F ⊆ Tq,p,

I ⊆ {q, . . . , p− 1}, P ⊆ {0, . . . , d− 1} with 0 ∈ P such that

S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P .

To prove this theorem we need the following elementary result from number

theory, the proof of which we include for completeness:

Lemma 7.11 Let a1, . . . , ak, b1, . . . , bl, r0 ∈ N0 be arbitrary with a1 > 0, b1 > 0

and let

d = gcd(a1, . . . , ak, b1, . . . , bl).

Then there exist numbers α1, . . . , αk,−β1, . . . ,−βl ∈ N0 such that:

(i) α1a1 + . . .+ αkak + β1b1 + . . .+ βlbl = d;

(ii) α1, . . . , αk,−β1, . . . ,−βl ≥ r0.

Proof. We start by assuming, without loss of generality, that

a1, . . . , ak, b1, . . . , bl > 0.

Since d = gcd(a1, . . . , ak, b1, . . . , bl), we can write

d =
k∑

i=1

α′
iai +

l∑

j=1

β′
jbj
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for some integers α1, . . . , αk, β1, . . . , βl. Let H be any positive integer and let

P = Hkla1 . . . akb1 . . . bl, Q = P/k, R = P/l.

We can then write

d=
k∑

i=1

α′
iai +

l∑

j=1

β′
jbj =

k∑

i=1

α′
iai + P − P +

l∑

j=1

β′
jbj

=
k∑

i=1

(α′
iai +Q) +

l∑

j=1

(β′
jbj −R) =

k∑

i=1

(α′
i +Q/ai)ai +

l∑

j=1

(β′
j −R/bj)bj

=
k∑

i=1

αiai +
l∑

j=1

βjbj

It is clear that when H increases all numbers α1, . . . , αk,−β1, . . . ,−βl increase as

well and so the result holds. �

Proof of Theorem 7.10. Let FD = S ∩D∩Lq and S ′ = S\FD. We have

S ′ = S ∩ (Md ∩ (S ′
q,p ∪ Σp)) where d = gcd(λ(S ′)) and so S ′ is a subsemigroup.

We observe that the elements cibi ∈ FD act as identities in S ′. Let x ∈ S ′ ∩ U

and y ∈ S ′ ∩ Û such that Φ(x) = ι(S) = q and Ψ(y) = κ(S) = p. Let Y ⊆ S ′ be

a finite set such that:

(i) x, y ∈ Y ;

(ii) Λi ∩S
′ ∩S ′

q,p 6= ∅ =⇒ Λi ∩Y 6= ∅ for i ∈ {q . . . , p− 1} (Y contains at least

one representative for each line in the strip with elements in S ′);

(iii) {(i − p) mod d : Λi ∩ Y ∩ Σp 6= ∅} = {(i − p) mod d : Λi ∩ S
′ ∩ Σp 6= ∅}

(Y contains at least one representative for each class of lines in the square

having a representative in S ′);

(iv) gcd(λ(Y )) = d.

Such Y can be obtained by choosing a finite set Y1 (with at most p−q+d elements)

satisfying (i) − (iii), and a finite set Y2 such that gcd(λ(Y2)) = gcd(λ(S ′)), and
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Figure 7.4: Moving using cpbp+d and cp+dbp

letting Y = Y1 ∪ Y2. Let

Y ∩ (D ∪ U) = {ci1bj1 , . . . , cirbjr}

where x = ci1bj1 , q = i1 ≤ i2 ≤ . . . ≤ ir, j1 > i1, j2 ≥ i2, . . . , jr ≥ ir and let

Y ∩ Û = {ck1bl1 , . . . , cksbls}

where y = ck1bl1 , p = l1 ≤ l2 ≤ . . . ≤ ls and k1 > l1, . . . , ks > ls.

We are going to show that

cp+dbp, cpbp+d ∈ S ′.

Before proving this we will make an observation showing the importance of these

two elements. This observation is illustrated in Figure 7.4.

Let cibj be an element in Md ∩ (Sq,p ∪Σp). We have cibjcpbp+d = cibj+d which

means intuitively that we can move d positions to the right in the grid using the

element cpbp+d. If i ≥ p then we also have cp+dbpcibj = ci+dcj which means that

we can move d positions down. If j ≥ p+d then we have cibjcp+dcp = cibj−d which

means that we can move left. Finally, if i ≥ p+d then we have cpbp+dcibj = ci−dbj

and so we can move up.

In order to prove that cp+dbp, cpbp+d ∈ S ′ we first note that

d = gcd{j1 − i1, . . . , jr − ir, k1 − l1, . . . , ks − ls},
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by (iv). Since i1 − j1 < 0 and k1 − l1 > 0, Lemma 7.11 can be applied and we

can write

d = α1(i1 − j1) + . . .+ αr(ir − jr) + β1(k1 − l1) + . . .+ βs(ks − ls) (7.1)

with the constants

α1, . . . , αr, β1, . . . , βs ≥ max{i1, . . . , ir, l1, . . . , ls}.

We can now consider the product (ci1bj1)α1 . . . (cirbjr)αr which is equal to

(ci1bi1+α1(j1−i1))(ci2bi2+α2(j2−i2)) . . . (cirbir+αr(jr−ir)).

Since α1 ≥ max{i1, . . . , ir} and j1 − i1 ≥ 1 we have

i1 + α1(j1 − i1) > it, t = 1, . . . , r

and therefore, we can compute the above product working from the left hand side

to obtain

ci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir). (7.2)

We now consider the product (cksbls)βs . . . (ck2bl2)β2(ck1bl1)β1 which is equal to

(cls+βs(ks−ls)bls) . . . (cl2+β2(k2−l2)bl2)(cl1+β1(k1−l1)bl1).

Since β1 ≥ max{l1, . . . , ls} and k1 − l1 ≥ 1 we have

l1 + β1(k1 − l1) > lt, t = 1, . . . , s

and we can compute this product from the right to obtain

cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1 . (7.3)

Multiplying the elements (7.2) and (7.3) of S ′ we obtain

ci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1

= cl1+dbl1 = cp+dbp
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since q = i1 ≤ l1 = p and using equation (7.1). So cp+dbp ∈ S ′.

Since d | (j1 − i1) we can write j1 − i1 = td for some t ∈ N. Since p ≥ i1 we

have p+ td ≥ j1 and therefore

ci1bj1(cp+dbp)t = ci1−j1+p+tdbp = cpbp.

We conclude that cpbp ∈ S ′ as well. We now take the constants

α1, . . . , αr, β1, . . . , βs ≥ max{i1, . . . , ir, l1, . . . , ls}

to be such that

d = α1(j1 − i1) + . . .+ αr(jr − ir) + β1(l1 − k1) + . . .+ βs(ls − ks) (7.4)

and we consider the following element of S ′:

cpbpci1bi1+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cl1+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bl1 .

Since i1 = q ≤ p = l1 this element can be written as

cpbp+α1(j1−i1)+α2(j2−i2)+...+αr(jr−ir)cp+β1(k1−l1)+β2(k2−l2)+...+βs(ks−ls)bp

and it is equal to cpbp+d by equation (7.4). Therefore we have cpbp+d, cp+dbp ∈ S ′

as we wanted to show.

We are now going to prove that

S ′ ∩ Σp = Σp,d,P

where

P = {(i− p) mod d : Li ∩ Y ∩ Σp 6= ∅}.

We will first show that Σp,d,P ⊆ S ′. Let cp+r+udbp+r+vd ∈ Σp,d,P . By definition

of Y there is cibj ∈ Y ∩ Σp such that (i − p) mod d = r. Therefore, since

Y ⊆ S ′ ⊆ Md, we have cibj = cp+r+u
′dbp+r+v

′d. As we have seen we can move

from cibj to cp+r+udbp+r+vd using the elements cpbp+d and cp+dbp which means

that cp+r+udbp+r+vd belongs to S ′, because it can be written as a product of the
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elements cpbp+d, cp+dbp, cibj ∈ S ′. We will now show that S ′ ∩ Σp ⊆ Σp,d,P . Let

cibj ∈ S ′ ∩ Σp. By definition of P and by (iii) in the definition of Y we have

(i − p) mod d = r ∈ P . Since S ′ ⊆ Md we have cibj = cp+r+udbp+r+vd for some

u, v ≥ 0 and so cibj ∈ Σp,d,P . We conclude that S ′ ∩ Σp = Σp,d,P .

We now prove that

S ′ ∩ Sq,p = ΛI,p,d

where

I = {i : q ≤ i ≤ p− 1; cibj ∈ S ′ for some j}.

In fact, from any element cibj ∈ S ′ ∩ Sq,p we can move left and right using the

elements cpbp+d and cp+dbp in order to obtain the whole line Λi,p,d. Since S ′ ⊆Md

it follows that S ′ ∩ Sq,p = ΛI,p,d. We conclude that

S ′ = F ∪ Σp,d,P ∪ ΛI,p,d

where F = S ∩ Tq,p is a finite set, and this implies

S = FD ∪ F ∪ Σp,d,P ∪ ΛI,p,d

as required. �

5 Upper subsemigroups

In this section we consider subsemigroups whose elements are above (and on) the

diagonal. The case where all elements are below the diagonal is again obtained

by using the anti-isomorphism ̂.

The following lemma shows that given a finite subset X of a strip, for each

line that intersects X, the subsemigroup generated by X contains all λ-multiples

of d in that line after some column.
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Lemma 7.12 Let q, p, d ∈ N0 with q < p and d > 0, and let X ⊆ S ′
q,p be a finite

set with ι(X) = q and gcd(λ(X)) = d. For any x ∈ X there exists m ∈ N0 such

that

ΛΦ(x),m,d ⊆ 〈X〉.

Proof. Let

S = 〈X〉, Y = X ∩ U = {ci1bi1+d1 , . . . , cinbin+dn}

with

q = i1 ≤ i2 ≤ . . . ≤ in; d1, . . . , dn ∈ N.

For each j ∈ {1, . . . , n} choose αj ∈ N such that

ij + αjdj ≥ p,

d = gcd(d1, . . . , dn) = gcd(α1d1, . . . , αndn).

We can take α1, . . . , αn to be large enough distinct primes not appearing in

the decomposition of d in prime factors. It is well known that given numbers

x1, . . . , xn ∈ N, such that gcd{x1, . . . , xn} = d, there is a constant k such that all

multiples of d greater than k can be obtained as combinations of x1, . . . , xn with

coefficients in N. Let k ∈ N be such that

{td : td ≥ k, t ∈ N} ⊆ {γ1(α1d1) + . . .+ γn(αndn) : γ1, . . . , γn ∈ N}.

Let m = p + k. We are going to prove that ΛΦ(x),m,d ⊆ S for any x ∈ X.

Let x ∈ X, i = Φ(x) ∈ {q, . . . , p − 1} and t ∈ N with i + td ≥ m. Then

td ≥ m− i = p+ k − i ≥ k. Therefore we can write

td = γ1(α1d1) + . . .+ γn(αndn)

with γ1, . . . , γn ∈ N. If x = cijbij+dj ∈ Y then we have

cibi+td = cijbij+td = (cijbij+αjdj)γj ·
∏

1≤l≤n

l 6=j

(cilbil+αldl)γl .
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If x /∈ Y then x = cibi and so we have

cibi+td = cibi(ci1bi1+α1d1)γ1 . . . (cinbin+αndn)γn ∈ S,

which concludes the proof. �

Theorem 7.13 Let S be a subsemigroup of B such that S∩Û = ∅ and S∩U 6= ∅.

There exist d ∈ N, I ⊆ N0, FD ⊆ D ∩ Lmin(I), and sets Si ⊆ Λi,i,d (i ∈ I) such

that

S = FD ∪
⋃

i∈I

Si

where each Si has the form

Si = Fi ∪ Λi,mi,d

for some mi ∈ N0 and some finite set Fi, and

I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}

for some (possibly empty) R ⊆ {0, . . . , d− 1}, some N ∈ N0 and some finite set

I0 ⊆ {0, . . . , N − 1}.

Proof. Let q = ι(S), FD = S∩D∩Lq, S
′ = S\FD, so that we have S = FD∪S ′,

and let d = gcd(λ(S ′)). Since S ′ ⊆ (U ∪D) ∩Md, letting I = Φ(S ′), we have

S = FD ∪
⋃

i∈I

Si

where Si = S ′ ∩ Λi,i,d for i ∈ I. For any i ∈ I we can consider a finite set

Xi ⊆ S ′ with i ∈ Φ(Xi) and gcd(Xi) = d and conclude, by using Lemma 7.12,

that Λi,mi,d ⊆ S for some mi ∈ N0. If I is finite then we can take R = ∅, I0 = I

and N = max(I) + 1. We will now consider the case where I is infinite. Let

X = {ci1bi1+d1 , . . . , cikbik+dk} ⊆ S ′ such that d = gcd(λ(X)), i1 ≥ i2 ≥ . . . ≥ ik.

By Lemma 7.12, there is a constant M such that td ≥ M implies ci1bi1+td ∈ S ′.

Define a set R ⊆ {0, . . . , d− 1} by

r ∈ R ⇔ |{i ∈ N : Λi ∩ S
′ 6= ∅ & i mod d = r}| = ∞.
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Then there exists a constant K such that

cibj ∈ S ′ & i ≥ K =⇒ (i mod d) ∈ R.

Let N = max{i1, K} and

I0 = {i : q ≤ i ≤ N − 1,Λi ∩ S
′ 6= ∅}.

We claim that

I = I0 ∪ {r + ud : r ∈ R, u ∈ N0, r + ud ≥ N}.

The direct inclusion is obvious, as is I0 ⊆ I. Now consider an arbitrary r+ud ≥ N ,

r ∈ R. Choose an arbitrary

cr+vdbr+vd+wd ∈ S ′

such that t = v − u ≥M/d. From td ≥M it follows that ci1bi1+td ∈ S ′ and so

ci1bi1+tdcr+vdbr+vd+wd = cr+udbr+vd+wd ∈ S ′

because r+ vd = r+ud+ td ≥ N + td ≥ i1 + td. We conclude that r+ud ∈ I. �

Observation 7.14 In the case where I is finite (R = ∅), the subsemigroup can

be written as a union of two finite sets and finitely many lines all starting from

the same column. Formally there exist q, p,m ∈ N0 with q < p ≤ m, finite sets

FD ⊆ D ∩ Lq, F ⊆ S ′
q,p\Sq,p,m and a set I ⊆ {q, . . . , p− 1} such that

S = FD ∪ F ∪ ΛI,m,d.

6 Computation of parameters

In this section we will show how to compute the parameters that appear in

Theorem 7.1, given a finite generating set for the subsemigroup. We will first
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consider two-sided subsemigroups defined by condition 2.(i) in Theorem 7.1 and

then we will consider finitely generated upper subsemigroups defined by condition

3.(i), observing again that subsemigroups defined by 2.(ii) and 3.(ii) can be

obtained from these two by using the anti-isomorphism ̂ . We observe that,

given a finite set X, we can determine which kind of subsemigroup it generates:

1) 〈X〉 ⊆ D if and only if X ⊆ D;

2) 〈X〉 is a two-sided subsemigroup if and only if X ∩ U 6= ∅ and X ∩ Û 6= ∅;

3) 〈X〉 is an upper (respectively lower) subsemigroup if and only if X ∩U 6= ∅

and X ∩ Û = ∅ (respectively X ∩ U = ∅ and X ∩ Û 6= ∅).

Theorem 7.15 Let S = FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P be a two-sided subsemigroup of

B defined by condition 2.(i) in Theorem 7.1. Let X be a finite generating set for

S. Then we have:

(i) q = ι(X), p = κ(X), d = gcd(X);

(ii) FD = X ∩D ∩ Lq;

(iii) P = {(i− p) mod d : i ∈ N0,Λi ∩X ∩ Σp 6= ∅};

(iv) F =
M⋃

i=1

(X ∩ Tq,p)
i ∩ Tq,p where M = (p− q + 1)(p− q)/2;

(v) Defining

I0 = {p+r−ud : r ∈ P, u ∈ N0, p+r−ud ≥ q}∪{i : Λi∩(F∪(X∩Sq,p)) 6= ∅}

and the left action . : B × N0 → N0 by

cibj.k =




i if j ≥ k

i− j + k otherwise

we have

I =

p−q⋃

n=0

F n.I0.
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Proof. Let q′ = ι(X), p′ = κ(X), d′ = gcd(λ(X)), F ′
D = X ∩ D ∩ Lq′ and

X ′ = X\F ′
D. Then we have S = F ′

D ∪ 〈X ′〉 and the elements of F ′
D act as

identities in 〈X ′〉. If q′ ≤ p′ then X ′ ⊆ Md ∩ (S ′
q′,p′ ∪ Σp′) and, by Lemmas 7.2

and 7.4, this last set is a subsemigroup and so

〈X ′〉 ⊆Md ∩ (S ′
q′,p′ ∪ Σp′),

implying q = q′, p = p′. If q′ > p′ then analogous reasoning gives 〈X ′〉 ⊆

Md ∩ (Ŝ ′
q′,p′ ∪ Σp′) from which it follows that p = q′ < p′ = q which contradicts

our assumption on the shape of S. So we have q = q′, p = p′ and then it

immediately follows that

FD = F ′
D = X ∩D ∩ Lq′ = X ∩D ∩ Lq.

Finally, from S = 〈X〉 ⊆Md′ (since Md′ is a subsemigroup) it follows that d = d′.

This proves (i) and (ii).

We know that P = {(i− p) mod d : i ∈ N0,Λi ∩ S ∩ Σp 6= ∅}. Let

P ′ = {(i− p) mod d : i ∈ N0,Λi ∩X
′ ∩ Σp 6= ∅}.

It is clear that P ′ ⊆ P . We also have

X ′ ⊆ Σp,d,P ∪ (Md ∩ S
′
q,p) = T.

But T is a subsemigroup by Lemma 7.7, and so 〈X ′〉 = S\FD ⊆ T . Therefore

S ∩ Σp ⊆ T ∩ Σp which is equivalent to Σp,d,P ⊆ Σp,d,P ′ and so in fact P = P ′,

proving (iii).

To prove (iv) we observe that the inclusions in Lemma 7.5 imply that ΛI,p,d ∪

Σp,d,P is an ideal of S. It then follows that the elements of F can be obtained by

forming the appropriate products of the generators of X that belong to Tq,p. Since

Tq,p has (p− q+ 1)(p− q)/2 elements the desired formula follows. In practice we

do not need to form all these products. Again using the fact that ΛI,p,d∪Σp,d,P is

an ideal we see that F can be computed by the following simple orbit algorithm:
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X0 := X ∩ Tq,p

F := X0

while not (FX0 ∩ Tq,p ⊆ F ) do

F := F ∪ (FX0 ∩ Tq,p)

od.

To prove (v) we will first show that I0 ⊆ I. Since

S ∩ (Sq,p ∪ Σp) = ΛI,p,d ∪ Σp,d,P

is a subsemigroup, it follows from Lemma 7.9 that

{p+ r − ud : r ∈ P, u ∈ N0, p+ r − ud ≥ q} ⊆ I.

Given cibj ∈ F ∪ (X ∩Sq,p) we can multiply this element on the right by a power

of an element of the form cqbq+d1 with d1 > 0 (such an element must exist by

definition of q) in order to obtain an element in S ∩Λi ∩ Sq,p. From this element

we can obtain the whole line Λi,p,d by using the elements cpbp+d, cp+dbp ∈ T and

so I0 ⊆ I.

We will now show that

T = ΛI0,p,d ∪ Σp,d,P

is a right ideal (TS ⊆ T ). We know that T is a subsemigroup, by Lemma 7.9.

By the way we have defined I0 we have

X ∩ Sq,p ⊆ T.

We also have

X ∩ Σp ⊆ T

because S ∩ Σp = Σp,d,P = T ∩ Σp. It remains to show that

T ((X ∩ Tq,p) ∪ FD) ⊆ T.
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Let ckbl ∈ T, cibi+d1 ∈ (X ∩Tq,p)∪FD. Since l ≥ i, we have ckblcibi+d1 = ckbl+d1 ∈

T . Therefore T is a right ideal. Clearly if I0 ⊆ I ′ ⊆ I then T ′ = ΛI′,p,d ∪Σp,d,P is

a right ideal as well.

Finally we observe that, although multiplying two elements in F we can obtain

an element in a line belonging to I\I0, we do not have to consider these products

in order to obtain I. If cibj, ckbl ∈ F and cibjckbl = ci−j+kbl where i−j+k ∈ I\I0,

then I0 contains line k and so line i− j + k can also be obtained from F.I0. We

conclude that I can be obtained by running the orbit algorithm, starting from

I0:

I := I0

while not (F.I ⊆ I) do

I := I ∪ F.I

od.

This algorithm must stop in no more then p − q iterations because it generates

a strictly ascending chain of sets contained in {q, . . . , p− 1} (normally far fewer

iterations are necessary), concluding the proof of (v). �

We will now consider finitely generated upper subsemigroups. Let X ⊆ U ∪D

be a finite set such that X ∩ U 6= ∅ and let S = 〈X〉. As already remarked after

Theorem 7.13, we are in the case where I is finite (R = ∅) in condition 3.(i) of

Theorem 7.1, and our subsemigroup has the form

S = FD ∪ F ∪ ΛI,m,d.

Similarly as in the proof of Theorem 7.15 we can see that

q = ι(X), p = max(Φ(X)) + 1, I ⊆ {q, . . . , p− 1},

FD = X ∩D ∩ Lq, d = gcd(λ(X)).

We need to obtain the parameters F , I, and m from the generating set. Since

the elements in FD act as identities in 〈X ′〉, where X ′ = X\FD, we will assume,
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without loss of generality, that FD = ∅ and so X = X ′ ⊆ S ′
q,p. We will define an

algorithm to obtain these parameters; it consists in forming a sequence of unions

of powers of the generating set, X,X ∪ X2, X ∪ X2 ∪ X3, . . ., until we have a

subsemigroup of the form F ∪ ΛI,m,d. For that we need a sufficient condition,

that can be checked by an algorithm, for a finite subset of a strip S ′
q,p to give us

a subsemigroup of this form.

Lemma 7.16 Let Y ⊆ S ′
q,p be a finite set with gcd(Y ) = d and cqbq+d1 ∈ Y for

some d1 ∈ N. Suppose that for any i ∈ I = Φ(Y ) there is mi ∈ N0 such that

cibmi , cibmi+d, . . . , cib2mi−i−d ∈ Y, cibmi−d /∈ Y.

Let m = max{mi : i ∈ I} and F = Y ∩(S ′
q,p\Sq,p,m). If FF∩(S ′

q,p\Sq,p,m) ⊆ F and

F.I ⊆ I then 〈Y 〉 = F ∪ΛI,m,d. Moreover m is minimum such that ΛI,m,d ⊆ 〈Y 〉.

Proof. We start by showing that F ∪ΛI,m,d ⊆ 〈Y 〉 = S. For any i ∈ I, we have

Λi,mi,d ⊆ 〈cibmi , . . . , cib2mi−i−d〉,

because any element in Λi,mi,d can be written in the form

cibu(cibmi)k

for some k ∈ N0, and u ∈ N0 such that

i+ (mi − i) = mi ≤ u ≤ 2mi − i− d = i+ 2(mi − i) − d.

We conclude that Λi,mi,d ⊆ S for any i ∈ I and therefore F ∪ ΛI,m,d ⊆ S with

m = max{mi : i ∈ I}. It is clear that Y ⊆ F ∪ ΛI,m,d, because Y ⊆ Md and

I = Φ(Y ), and so to prove the other inclusion we just have to show that F ∪ΛI,m,d

is a subsemigroup. We have

FF ∩ (S ′
q,p\Sq,p,m) ⊆ F, F.I ⊆ I

by hypothesis and, since Φ(F ) ⊆ I, we also have

Φ(FF ) ⊆ F.I ⊆ I
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and we conclude that FF ⊆ F ∪ ΛI,m,d. It is also clear that

ΛI,m,d(ΛI,m,d ∪ F ) ⊆ ΛI,m,d.

Finally, we have

FΛI,m,d ⊆ ΛI,m,d,

because F.I ⊆ I. �

Clearly, it can be checked by an algorithm whether a finite set Y ⊆ S ′
q,p sat-

isfies the conditions of Lemma 7.16; let us call such a procedure iscomplete(Y).

Also, provided that Y does satisfy these conditions, there is a straightforward

procedure parameters(Y) returning the triple (F, I,m). Given these two proce-

dures, an algorithm to compute the parameters F, I,m given any finite generating

set X is:

Y := X

while not iscomplete(Y ) do

Y := Y ∪ Y X

od

(F, I,m) := parameters(Y ).

Note that if we are simply interested in the index set I of lines occurring in S,

we can use a much more efficient orbit algorithm:

I := Φ(X)

while not X.I ⊆ I do

I := I ∪X.I

od.

We conclude this chapter by presenting some examples.

Example 7.17 Let S be the subsemigroup of B generated by the set

X = {cb, c4b7, c10b13, c18b24, c23b17}.
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Figure 7.5: Two-sided subsemigroup generated by {cb, c4b7, c10b13, c18b24, c23b17}.

Then S is clearly a two-sided subsemigroup of the form S = FD ∪ F ∪ ΛI,p,d ∪

Σp,d,P . From the generating set we see that FD = {cb}, q = 4, p = 17, d =

3 and P = {0, 1}. The remaining parameters have been obtained using our

implementation of the above algorithms in the system GAP (see [22]), and they

are I = {4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15} and

F = {c4b7, c4b10, c4b13, c4b16, c7b13, c7b16, c10b13, c10b16}.

This subsemigroup is shown in Figure 7.5.

Example 7.18 Let S to be the subsemigroup of B generated by the set

X = {cb, c3b13, c5b9, c10b16}.

Then S is clearly an upper subsemigroup of the form S = FD ∪ F ∪ ΛI,m,d and

from the generating set we see that FD = {cb} and d = 2. Using again our

implementation in GAP we have obtained m = 20, I = {3, 5, 6, 10} and

F = {c3b13, c3b17, c3b19, c5b9, c5b13, c5b17, c5b19, c6b16, c10b16}.
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Figure 7.6: Upper subsemigroup generated by {cb, c3b13, c5b9, c10b16}.

This subsemigroup is shown in Figure 7.6.

We observe that, from these two examples we can obtain other two examples

just by replacing the generating set X by X̂. The corresponding pictures for these

two subsemigroups are obtained reflecting the given pictures with respect to the

diagonal. The four examples together illustrate the all four non-degenerated

cases of subsemigroups of the bicyclic monoid that, as we will see in the following

chapter, are finitely generated.

The GAP program (and the session in GAP) used to obtain these examples

and several others is included in Appendix B.

We will end with an example of an upper semigroup with elements in infinitely

many lines.

Example 7.19 Let

S1 = ΛI,12,3 (I = {0, 1, 2, 3, 5, 6, 7})

S2 = {c6+3ib6+3j : i ≥ 1, j ≥ 2i}.

We will show that the set

S = S1 ∪ S2,

shown in Figure 7.7, is a subsemigroup. We know that S1 is a subsemigroup, by

Lemma 7.8. To show that S2 is a subsemigroup let

α = c6+3ib6+3j , β = c6+3kb6+3l ∈ S2.
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Figure 7.7: An upper semigroup with elements in infinitely many lines.

If 6 + 3k ≥ 6 + 3j then we have

αβ = c6+3(k+i−j)b6+3l ∈ S2

because i− j ≤ 0 which implies l ≥ 2k ≥ 2(k + i− j). Otherwise we still have

αβ = c6+3ib6+3(j+l−k) ∈ S2

since l − k ≥ 0 implies j + l − k ≥ j ≥ 2i. We will show that S1S2 ⊆ S and

S2S1 ⊆ S. Let

α = cibi+3j ∈ S1 (i ∈ I, i+ 3j ≥ 12)

β = c6+3kb6+3l ∈ S2 (k ≥ 1, l ≥ 2k).

We will first consider the product αβ. If i+ 3j ≥ 6 + 3k then we have

αβ = cibi+3j−3k+3l ∈ S1

since i+ 3j − 3k + 3l ≥ i+ 3j ≥ 12. Otherwise we have

αβ = c6+3(k−j)b6+3l.
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In this case there are two possibilities: if 6 + 3(k − j) < 9 then αβ ∈ S1 because

6 + 3l ≥ 12 and 6 + 3(k − j) is a multiply of 3; otherwise k − j ≥ 1 and, since

l ≥ 2k ≥ 2(k − j), we have αβ ∈ S2.

Again we can apply the anti-isomorphism̂ to obtain an example of lower

semigroup with infinitely many columns and these two examples together illus-

trate, as we will see in the following chapter, the only two different kinds of

non-degenerated subsemigroups of B that are not finitely generated.

The results contained in this chapter are also contained in [14].



Chapter 8

Properties of the subsemigroups

of the bicyclic monoid

In this chapter, we use the description of the subsemigroups of the bicyclic monoid

obtained in the last chapter, and we consider the finite generation, automaticity

and finite presentability of the subsemigroups.

1 Finite generation

In this section we will establish necessary and sufficient conditions for a subsemi-

group of the bicyclic monoid to be finitely generated proving the following:

Theorem 8.1 Let S be a subsemigroup of the bicyclic monoid. Then S is finitely

generated if and only if one of the following conditions holds:

(i) S is a finite diagonal subsemigroup;

(ii) S is a two-sided subsemigroup;

(iii) S is an upper subsemigroup and the set {i ∈ N0 : Λi ∩ S 6= ∅} is finite;

(iv) S is a lower subsemigroup and the set {i ∈ N0 : Λ̂i ∩ S 6= ∅} is finite.

120
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Proof. (i) A subsemigroup of the bicyclic monoid contained in the diagonal only

admits itself as a generating set and so it is finitely generated if and only if it is

finite.

(ii) Let ι(S) = q and κ(S) = p and let d = gcd(λ(X)). We can assume

that q ≤ p, and the other case can be obtained from this by using the anti-

isomorphism ̂. By Theorem 7.1 we have

S = FD ∪ F ∪ Σp,d,P ∪ ΛI,p,d

where F and FD are finite sets and I ⊆ {q, q + 1, . . . , p − 1} for some q, p ∈ N0.

For every i ∈ I let i + uid = min{i + ud : i + ud ≥ p}. We will prove that the

finite set

Y = {cibi+uid : i ∈ I} ∪ {cpbp+d, cp+dbp} ∪ {cp+rbp+r : r ∈ P}

generates the set Σp,d,P ∪ ΛI,p,d, which is a semigroup by Lemma 7.4 since

Σp,d,P ∪ ΛI,p,d = S ∩ (Sq,p ∪ Σp).

In fact, if cibi+ud ∈ ΛI,p,d then

cibi+ud = cibi+uid(cpbp+d)u−ui

and if cp+r+udbp+r+vd ∈ Σp,d,P then

cp+r+udbp+r+vd = (cp+dbp)u(cp+rbp+r)(cpbp+d)v.

Therefore S is generated by the finite set FD ∪ F ∪ Y .

(iii) We will prove that an upper semigroup S is finitely generated if and only

if the set

K = {i ∈ N0 : Li ∩ S 6= ∅}

is finite. We first assume that K is infinite and prove that S is not finitely

generated. Suppose that there exists a finite set X such that S = 〈X〉. Since

X ⊆ S ⊆ U ∪D and X is finite, this implies X ⊆ S ′
0,p for some p ∈ N0. Hence
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S = 〈X〉 ⊆ S ′
0,p because, by Lemma 7.4, S ′

0,p is a subsemigroup, and therefore

K ⊆ {0, . . . , p} is finite, which contradicts our assumption. We conclude that S

is not finitely generated.

We now assume that K is finite and prove that S is finitely generated. By

Theorem 7.1 and by Observation 7.14 we have

S = FD ∪ F ∪ ΛI,m,d

for some finite sets FD ⊆ D∩Lq, F ⊆ S ′
q,p\Sq,p,m and I ⊆ {q, q+1, . . . , p−1} with

q, p,m, d ∈ N0. Let X ⊆ S be a finite set such that Φ(X) = I and gcd(X) = d.

Using again Theorem 7.1 we have

< X >= F ′ ∪ ΛI,m′,d

where F ′ ⊆ S ′
q,p\Sq,p,m′ and m′ ∈ N0. This means that the set X generates all

our complete lines from some column m′, and so we can define

F ′′ = S ∩ (S ′
q,p\Sq,p,m′)

in order to write

S =< FD ∪ F ′′ ∪X >

and conclude that S is finitely generated. Another way to prove this implication

is to see S as a finite union of subsemigroups of N (one in each line), which is

clearly finitely generated.

(iv) Straightforward consequence of (iii) by using the anti-isomorphism ̂. �

2 Automaticity

In this section we will consider automaticity of the subsemigroups of the bicyclic

monoid and our main result is the following:

Theorem 8.2 All finitely generated subsemigroups of the bicyclic monoid are

automatic.
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To prove this theorem we will use Proposition 1.15 and the following

Lemma 8.3 For any numbers p,m ∈ N0 with p ≤ m, d ∈ N and sets I ⊆

{0, . . . , p− 1}, P ⊆ {0, . . . , d− 1} such that 0 ∈ P , each of the following subsets

of the bicyclic monoid is automatic whenever it is a subsemigroup:

(i) ΛI,m,d; (ii) Λ̂I,m,d;

(iii) Σp,d,P ∪ ΛI,p,d; (iv) Σp,d,P ∪ Λ̂I,p,d.

Proof. We observe that although the semigroups (ii) and (iv) are obtained from

(i) and (iii) respectively by using the anti-isomorphism ̂, our notion of automatic

structure involves multiplication on the right and so we cannot just apply ̂ to

obtain the latter automatic structures and we need to prove each of the four cases

separately.

(i) Let i+uid = min{i+ud : i+ud ≥ m} for i ∈ I. Fixing i0 ∈ I and u = ui0

we define the alphabet

Λ =
⋃

i∈I

{λ(i, 0), . . . , λ(i, u− 1)}

and the homomorphism

f : Λ∗ → ΛI,m,d;λ(i, j) 7→ cibi+(ui+j)d.

Defining

L =
⋃

i∈I

(
u−1⋃

j=0

{λ(i, j)λ(i0, 0)
n : n ≥ 0}

it is clear that L is a regular language and we will show that it is a set of unique

normal forms for S = ΛI,m,d. Given s ∈ S we can write s = cibi+(ui+k)d for

some i ∈ I and k ≥ 0. Dividing k by u we obtain k = nu + j with n ≥ 0 and

0 ≤ j < u. It is now clear that the unique word in L representing s is the word

λ(i, j)λ(i0, 0)
n. To prove that the pair (Λ, L) is an automatic structure for S we

only have to show that the languages

Lλ(k,l) = {(w1, w2)δ : w1, w2 ∈ L,w1λ(k, r) = w2}
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are regular for every λ(k, l) ∈ Λ. We can write

λ(i, j)λ(i0, 0)
nλ(k, l) = cibi+(ui+j)d+nudckbk+(uk+l)d = cibi+(ui+j+uk+l)d+nud

and dividing j+uk+ l by u we obtain j+uk+ l = qu+r with q ≥ 0 and 0 ≤ r < u

and so we have

λ(i, j)λ(i0, 0)
nλ(k, l) = cibi+(ui+r)d+(n+q)ud = λ(i, r)λ(i0, 0)

n+q.

Therefore we have

Lλ(k,l) =
⋃
i∈I(

⋃u−1
j=0{ (λ(i, j)λ(i0, 0)

n, λ(i, r)λ(i0, 0)
n+q)δ :

uk + j + l = qu+ r, 0 ≤ r < u, n ≥ 0}).

Each inner set in the union,

Yk,l,i,j = {(λ(i, j)λ(i0, 0)
n, λ(i, r)λ(i0, 0)

n+q)δ : uk+j+l = qu+r, 0 ≤ r < u, n ≥ 0}

is a regular language because the numbers q and r are uniquely determined by

the fixed numbers k, l, i and j, and we have in fact

Yk,l,i,j = {(λ(i, j), λ(i, r))} · {(λ(i0, 0), λ(i0, 0)}
∗ · {(ε, λ(i0, 0)

q)δ}.

Hence Lλ(k,l) is a finite union of regular languages and so is regular.

(ii) We define ui (i ∈ I), i0, u and the alphabet Λ as in the proof of (i) but

now our homomorphism is

f : Λ → S;λ(i, j) 7→ ci+(ui+j)dbi

and our regular language is

L =
⋃

i∈I

(
u−1⋃

j=0

{λ(i0, 0)
nλ(i, j) : n ≥ 0},

where S = Λ̂I,m,d. It is clear that L is a set of unique normal forms for S, since

we have

λ(i0, 0)
nλ(i, j) = ci+(ui+j)d+nudbi,
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and we will prove that the languages

Lλ(k,l) = {(w1, w2)δ : w1, w2 ∈ L,w1λ(k, r) = w2}

are regular for every λ(k, l) ∈ Λ. We can write

λ(i0, 0)
nλ(i, j)λ(k, l) = ci+(ui+j)d+nudbick+(uk+l)dbk = ck+(uk+j+ui+l)d+nudbk

and dividing j+ui+ l by u we obtain j+ui+ l = qu+r with q ≥ 0 and 0 ≤ r < u

and so we have

λ(i0, 0)
nλ(i, j)λ(k, l) = ck+(uk+r)d+(q+n)udbk = λ(i0, 0)

q+nλ(k, r).

Therefore we have

Lλ(k,l) =
⋃

i∈I

(
u−1⋃

j=0

{ (λ(i0, 0)
nλ(i, j), λ(i0, 0)

n+qλ(k, r))δ :

ui + j + l = qu+ r, 0 ≤ r < u, n ≥ 0})

which is a finite union of regular languages and so is regular.

(iii) Let Y = Λ ∪ {x, y} ∪ Γ, where Λ = {λi : i ∈ I} and Γ = {γr : r ∈ P}, be

an alphabet and

L =
⋃

i∈I

({λix
u : u ≥ 0}) ∪

⋃

r∈P

({yvγrx
u : u, v ≥ 0}

a regular subset of Y +. We are going to prove that (Y, L) is an automatic structure

(with uniqueness) for the semigroup S = Σp,d,P ∪ ΛI,p,d with respect to

f : Y + → S; λi 7→ cibi+uid, γr 7→ cp+rbp+r, x 7→ cpbp+d, y 7→ cp+dbp

where i+ uid = max{i+ ud : i+ ud ≥ p} for i ∈ I.

To show that each element in S has a unique representative in L it suffices to

observe that

λix
u= cibi+(ui+u)d (i ∈ I;u ≥ 0),

yvγrx
u= cp+r+vdbp+r+ud (r ∈ P ;u, v ≥ 0).
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Therefore we only have to show that that languages Ly = {(w1, w2)δ : w1, w2 ∈

L,w1y = w2} are regular for every y ∈ Y . We will first consider the case where

y = λt ∈ Λ. Since Ψ((λix
u)f) ≥ p > t = Φ(λtf) and Ψ((yvγrx

u)f) ≥ p > t =

Φ(λtf) we have

Lλt
=

⋃

i∈I

{(λix
u, λix

u+ut)δ : u ≥ 0} ∪
⋃

r∈P

{(yuγrx
u, yvγrx

u+ut)δ : u, v ≥ 0}

which is a regular language. We will now consider y = γt ∈ Γ. Since for u > 0

we have Ψ((λix
u)f),Ψ((yvγrx

u)f) ≥ p+ d > Φ(γtf) we have

Lγt
=

⋃

i∈I

({(λix
u, λix

u)δ : u > 0} ∪ {(λi, w)δ : w ∈ L, λiγt = w})∪

⋃

r∈P

({(yvγrx
u, yvγrx

u)δ : v ≥ 0, u > 0} ∪ L(γt,r))

where

L(γt,r) =




{(yuγr, y

uγr)δ : u ≥ 0} if r ≥ t

{(yuγr, y
uγt)δ : u ≥ 0} otherwise .

We note that, for each i ∈ I, the set {(λi, w)δ : w ∈ L, λiγt = w}) has only one

element because L is a set of unique normal forms for S, and so the language Lγt

is a finite union of regular languages and therefore it is regular. The language Lx

is clearly regular since we have

Lx = {(w,wx)δ : w ∈ L}.

Finally, we have

Ly =
⋃

i∈I

({(λix
u, λix

u−1)δ : u > 0} ∪ {(λi, w)δ : w ∈ L, λiy = w})∪

⋃

r∈P

({(yvγrx
u, yvγrx

u−1)δ : v ≥ 0, u > 0} ∪ {(yvγr, y
v+1γ0)δ : v ≥ 0})

because, for v ≥ 0, we have

(yvγr)y = (cp+r+vdbp+r)(cp+dbp) = cp+(v+1)dbp = yv+1γ0.
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Again, for each i ∈ I, the set {(λi, w)δ : w ∈ L, λiy = w}) is regular because it

has only one element and so Ly is a finite union of regular languages and hence

is regular. We conclude that S is automatic.

(iv) We define the alphabet Y as in the proof of (iii) and our regular language

over Y + is now

L =
⋃

i∈I

({yvλi : v ≥ 0}) ∪
⋃

r∈P

({yvγrx
u : u, v ≥ 0}.

We are going to prove that (Y, L) is an automatic structure (with uniqueness) for

the semigroup S = Σp,d,P ∪ Λ̂I,p,d with respect to

f : Y + → S; λi 7→ ci+uidbi, γr 7→ cp+rbp+r, x 7→ cpbp+d, y 7→ cp+dbp

again with i+ uid = max{i+ ud : i+ ud ≥ p} for i ∈ I.

It is again clear that L is a set of unique normal forms for S and we will show

that the languages Ly = {(w1, w2)δ : w1, w2 ∈ L,w1y = w2} are regular for every

y ∈ Y . We start by showing that, for any λt ∈ Λ, we have

Lλt
=

⋃

i∈I

{(yvλi, y
v+uiλt)δ : v ≥ 0}∪

⋃

r∈P

({(yvγrx
u, yvγrx

u−ut)δ : v ≥ 0, u ≥ ut} ∪ L(λt,r)

ut−1⋃

u=1

{(yvγrx
u, yv+ut−u−ukλk)δ : v ≥ 0, k = p+ r + (u− ut)d})

where

L(λt,r) =




{(yvγr, y

vλt)δ : v ≥ 0} if p+ r ≤ t+ utd

{(yvγr, y
v+ut−ukλk)δ : k = p+ r − utd} otherwise.

We have

yvλiλt = ci+uid+vdbict+utdbt = ct+utd+(v+ui)dbt = yv+uiλt.

If u ≥ ut then

yvγrx
uλt = cp+r+vdbp+r+udct+utdbt = cp+r+vdbp+r+(u−ut)d = yvγrx

u−ut .
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For u ∈ {1, . . . , ut − 1} we define k = p+ r + (u− ut)d and we have

z= yvγrx
uλt = cp+r+vdbp+r+udct+utdbt = cp+r+vdbp+r+(u−ut)d

= ck+(v+ut−u)dbk = ck+ukd+(v+ut−u−uk)dbk.

Since S is a semigroup and k < p we have z ∈ Λ̂I,p,d and therefore, observing the

definition of uk, it must be v+ut−u−uk ≥ 0 and we can write z = yv+ut−u−ukλk.

We will now consider the multiplication of a word of the form yvγr by λt and so

we define

z = yvγrλt = cp+r+vdbp+rct+utdbt.

If p + r ≤ t + utd then z = ct+utd+vdbt = yvλt. If p + r > t + utd we have

z = cp+r+vdbp+r−utd. We observe that ut > 0 because t < p and t + utd ≥ p and

therefore z ∈ Λ̂I,p,d. Hence, defining k = p+ r − utd we can write

z = ck+(v+ut)dbk = ck+ukd+(v+ut−uk)dbk

and, from the definition of uk, it follows that v + ut − uk ≥ 0 and so we have

z = yv+ut−ukλk.

We conclude that Lλt
can be defined as a finite union of regular languages and

so it is a regular language.

It is easy to see that

Lγt
=

⋃

i∈I

{(yvλi, y
v+uiγt)δ : v ≥ 0} ∪ L(γt,r)

⋃

r∈P

{(yvγrx
u, yvγrx

u)δ : u > 0, v ≥ 0}

where

L(γt,r) =




{(yvγr, y

vγr)δ : v ≤ 0} if r ≥ t

{(yvγr, y
vγt)δ : v ≥ 0} otherwise

and so it is a regular language. The language Lx is regular because we have

Lx =
⋃

i∈I

{(yvλi, y
ui+vγ0x)δ : v ≥ 0} ∪

⋃

r∈P

{(yvγrx
u, yvγrx

u+1)δ : u, v ≥ 0}
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and since

Ly =
⋃

i∈I

{(yvλi, y
v+ui+1γ0)δ : v ≥ 0}∪

⋃

r∈P

({(yvγrx
u, yvγrx

u−1)δ : v ≥ 0, u > 0} ∪ {(yvγr, y
v+1γ0)δ : v ≥ 0})

Ly is a regular language as well. We conclude that (Y, L) is an automatic struc-

ture for S. �

Proof of Theorem 8.2 We know from the previous section that any

finitely generated subsemigroup is either a finite subset of the diagonal, and so it

is automatic, or it has one of the forms:

FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ Λ̂I,p,d ∪ Σp,d,P ,

FD ∪ F ∪ ΛI,p,d, FD ∪ F ∪ Λ̂I,p,d

where I ⊆ {q, q+1, . . . , p−1} for some numbers q, p ∈ N0 and the sets F and FD

are finite. In each case we can remove the finite set FD∪F from our subsemigroup

and we still have a subsemigroup, because we are in fact intersecting it with the

set Sq,p ∪Σp (or the set Ŝq,p ∪Σp), which by Lemma 7.4 is itself a subsemigroup.

Hence every finitely generated subsemigroup S of B has a subsemigroup U such

that S\U is finite and that, by the previous lemma, is automatic. It follows from

Proposition 1.15 that S is automatic as well. �

3 Finite presentability

Let A be an alphabet and R be a relation on A+. We say that the semigroup

S is defined by the presentation 〈A | R〉 if S ∼= A+/ρ where ρ is the smallest

congruence on A+ that contains R (see Appendix A).

Given a semigroup S with a presentation 〈A | R〉 , for two words w, v ∈ A+

we write w →∗ v, and we say that w = v is a consequence of R (or that the
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word w can be reduced to v by applying relations from R), to mean that either

w ≡ v or there is a sequence a words w ≡ w1, w2, . . . , wn ≡ v where wi ≡ w′
iviw

′′
i

with w′
i, w

′′
i ∈ A∗ and vi in A+ (i = 1, . . . , n) such that either (vi, vi+1) ∈ R or

(vi+1, vi) ∈ R for each i = 1, . . . , n− 1. We will need the following result:

Proposition 8.4 Let S be a semigroup generated by a set A and let R ⊆ A+×A+.

Then 〈A | R〉 is a presentation for S if and only if the following conditions hold:

(i) S satisfies all the relations from R;

(ii) If u, v ∈ A+ are two words such that u = v in S, then u = v is a

consequence of R.

Proof. See [42]. �

The following straightforward consequence of this proposition will be used, when-

ever we have a set of unique normal forms L ⊆ A+ for the semigroup S, to prove

that a given pair 〈A | R〉 is a presentation for S.

Proposition 8.5 Let S be a semigroup generated by a set A, let R ⊆ A+ × A+

and let L ⊆ A+ be a set of unique normal forms for S. If the following conditions

hold then 〈A | R〉 is a presentation for S.

(i) S satisfies all the relations from R;

(ii) Any word w ∈ A+ can be reduced to the corresponding unique

normal form in L by using relations from R.

For further details about semigroup presentations we refer the reader to [42].

Our main result of this section is the following:

Theorem 8.6 All finitely generated subsemigroups of the bicyclic monoid are

finitely presented.

From [43] we have the following:
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Proposition 8.7 Let S be a semigroup and T be a subsemigroup of S such that

S\T is finite. Then S is finitely presented if and only if T is finitely presented.

Our main result will be proved using this proposition and the following result:

Lemma 8.8 For any numbers p,m ∈ N0 with p ≤ m, d ∈ N and sets

I ⊆ {0, . . . , p− 1}, P ⊆ {0, . . . , d− 1}

such that 0 ∈ P , each of the following subsets of the bicyclic monoid is finitely

presented whenever it is a subsemigroup:

(i) ΛI,m,d;

(ii) ΛI,m,d ∪ Σp,d,P .

Proof. (i) We consider the automatic structure (Λ, L) obtained in the proof of

Lemma 8.3 (i), which gives us a finite generating set and a set of unique normal

forms for ΛI,m,d. We are going to prove that < Λ | R > is a finite presentation

for T , defining R to be a set of equations that allow us to re-write each product

of two generators into a word in L. More precisely, R consists of the following

relations:

λ(i, j)λ(k, l) = λ(i, r)λ(i0, 0)
q where j + uk + l = qu+ r, 0 ≤ r < u

(i, k ∈ I, j, l ∈ {0, . . . , u− 1}).

That the relations hold follows from the definition of Lλ(k,l) in the proof of

Lemma 8.3 (i). We are going to show that any word w ∈ Λ+ can be reduced

to a word in L by applying relations from R, using induction in the length |w|

of the word w. If |w| = 1 then w ∈ L by definition of L. If |w| = 2 then

w = λ(i, j)λ(k, l) and therefore

w →∗ λ(i, r)λ(i0, 0)
q ∈ L

with

j + uk + l = qu+ r (0 ≤ r < u),



CHAPTER 8. PROPERTIES OF THE SUBSEMIGROUPS OF B 132

which is a relation in R. Let n ≥ 2 and suppose that any word w such that

|w| ≤ n can be reduced to a word in L by using relations from R. Let w ∈ Λ+

with |w| = n+ 1. We have w = λ(i1, j1) . . . λ(in, jn)λ(in+1, jn+1). Therefore

w →∗ λ(i1, j1) . . . λ(in−1, jn−1)λ(in, r)λ(i0, 0)
q

where

jn + uin+1
+ jn+1 = qu+ r (0 ≤ r < u).

Letting w′ = λ(i1, j1) . . . λ(in−1, jn−1)λ(in, r) we have |w′| = n and, using the

induction hypothesis, we have

w′ →∗ λ(i, j)λ(i0, 0)
m ∈ L

for some i ∈ I, j ∈ {0, . . . , u− 1}, m ∈ N0, implying

w →∗ λ(i, j)λ(i0, 0)
m+q ∈ L.

(ii) We will use the automatic structure (Y, L) obtained in the proof of Lemma

8.3 (iii) to prove that T = Σp,d,P ∪ ΛI,p,d is finitely presented. We will show that

< Y | R > is a finite presentation for T , defining R to be a set of relations that
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allows us to re-write words of length smaller than three into words in L:

x = γ0x (8.1)

y = yγ0 (8.2)

λiλj =λix
uj (i, j ∈ I) (8.3)

xλi =x1+ui (i ∈ I) (8.4)

yλi = yxui (i ∈ I) (8.5)

γrλi = γrx
ui (r ∈ P, i ∈ I) (8.6)

xy = γ0 (8.7)

λiy = λj (i ∈ I, ui > 1, j = p+ d− uid) (8.8)

λiy = γ0 (i ∈ I, ui = 1) (8.9)

γry = y (r ∈ P ) (8.10)

xγr = x (r ∈ P ) (8.11)

λiγr = λi (i ∈ I, r ∈ P, i+ uid ≥ p+ r) (8.12)

λiγr = λj (i ∈ I, r ∈ P, i+ uid < p+ r, j = p+ r − uid) (8.13)

γrγt = γr (r ≥ t) (8.14)

γrγt = γt (r < t) (8.15)

To see that a relation holds we just have to prove that both sides of it corre-

spond to the same word in {cibj : i, j ≥ 0, (i, j) 6= (0, 0)}. We will only prove that

equations (8.8), (8.9), (8.12) and (8.13) hold since for the others it is straightfor-

ward.

To prove that relations (8.8) and (8.9) hold we observe that, by definition of

ui, we have

λiy = cibi+uidcp+dbp = cp+d−uidbp.

If ui = 1 then λiy = cpbp = γ0 and relation (8.9) holds. If ui > 1 then p+d−uid <

p and so, defining j = p + d − uid, we have λiy = cjbj+(ui−1)d ∈ ΛI,p,d. But we

have j + (ui − 1)d = p which implies, by definition of uj, that ui − 1 = uj which

means that λiy = λj and relation (8.9) holds as well.
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To prove that relations (8.12) and (8.13) hold we start by writing

λiγr = cibi+uidcp+rbp+r.

If i + uid ≥ p + r then λiγr = cibi+uid = λi and relation (8.12) holds. Otherwise

we have λiγr = cp+r−uidbp+r ∈ ΛI,p,d because ui > 0. Defining j = p+ r − uid we

have λiγr = cjbj+uid and, since j+uid = p+ r < p+ d and using the definition of

uj, it must be ui = uj what implies λiγr = λj and relation (8.13) holds as well.

We are now going to prove that any word in w ∈ Y + can be reduced to a word

in L, using our relations, by induction on the length of w. If |w| = 1 then either

w ∈ L or it can be reduced to a word in L by using one of the relations (8.1) and

(8.2). We now consider words of length 2. The word λiλt reduces to λix
ut ∈ L

using relation (8.3); λix ∈ L; λiy either reduces to γ0 ∈ L using relation (8.9) or

to λj ∈ L for some j using relation (8.8); λiγr reduces to λj ∈ L for some j using

relations (8.12) or (8.13); xx reduces to γ0x
2 ∈ L using (8.1); xy reduces to γ0 ∈ L

using relation (8.7); xλi reduces to γ0x
1+ui ∈ L using relations (8.4) and (8.1);

xγt reduces to γ0x ∈ L using relations (8.11) and (8.1); yx reduces to yγ0x ∈ L

using (8.1); yy reduces to y2γ0 ∈ L using (8.2); yλi reduces to yγ0x
ui ∈ L using

(8.5) and (8.2); yγt ∈ L; γix ∈ L; γiy reduces to yγ0 ∈ L using (8.10) and (8.2);

γiλt reduces to γix
ut ∈ L using (8.6); finally γiγr reduces to γj ∈ L for some j

using (8.14) or (8.15).

In the following induction step we use that fact that if a word w belongs to

L then wxn belongs to L as well for any n ∈ N0, which follows immediately from

the definition of L. Let n ≥ 2 and suppose that all words w ∈ Y + with |w| ≤ n

can be reduced to a word in L. Let w ∈ Y + be a word of length n + 1. Then

we have w = w1g1g2 with w1 ∈ Y + and g1, g2 ∈ Y . We will consider all possible

pairs of generators g1, g2 ∈ Y and prove that in every case w reduces to a word

in L using the relations.

Case 1: g1g2 ∈ {λiy, λiγt, xy, xγt, γty, γtγi}. In these case we can apply one of

the relations to reduce g1g2 to a generator g. We can then apply the induction

hypothesis to reduce w1g to a word in L.
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Case 2: g1g2 ≡ g1x. In these cases we can reduce w1g1 to a word w2 ∈ L using

the induction hypothesis and so we can reduce w to w2x ∈ L.

Case 3: g1g2 ≡ λiλt. Using relation (8.3) we have w →∗ w1λix
ut and, since

|w1λi| = n, using the induction hypothesis we have w1λi →
∗ w2 ∈ L and therefore

w →∗ w2x
ut ∈ L.

Case 4: g1g2 ≡ xλt. Using relation (8.4) we have w →∗ w1x
1+ut . Since

|w1| ≤ n, using the hypothesis we can write w1 →∗ w2 ∈ L and so w →∗

w1x
1+ut →∗ w2x

1+ut ∈ L.

Case 5: g1g2 ≡ yλt. Using relation (8.5) we reduce yλt to yxut . We can

then apply the induction hypothesis to w1y to obtain w1y →∗ w2 ∈ L implying

w →∗ w2x
ut ∈ L.

Case 6: g1g2 = yy. We start by reducing w1y to a word w2 ∈ L using the

induction hypothesis. It can be w2 = λix
u or w2 = yvγrx

u. If w2 = λi then

w →∗ λiy and applying relations (8.8) or (8.9) it reduces to a word in L. If

w2 = λix then w →∗ λixy →∗ λiγ0 by applying relation (8.7). Therefore by

applying now relations (8.12) or (8.13), w reduces to word in L. If w2 = λix
u

with u > 1 then

w →∗ λix
u−1xy →∗ λix

u−2xγ0 →
∗ λix

u−1 ∈ L,

by applying relations (8.7) and (8.11). If w2 = yvγr then

w →∗ yvγry →∗ yvy →∗ yv+1γ0 ∈ L,

using relations (8.10) and (8.2). If w2 = yvγrx then w →∗ yvγrxy and we can

apply relation (8.7) to reduce xy to γ0. Then we can reduce γrγ0 to γr by applying

relation (8.14) and so w →∗ yvγr ∈ L. If w2 = yvγrx
u with u > 1 then

w →∗ yvγrx
u−1xy →∗ yvγrx

u−2xγ0 →
∗ yvγrx

u−1 ∈ L

by applying relations (8.7) and (8.11).

Case 7: g1g2 ≡ yγt. We start again by reducing w1y to a word w2 ∈ L. It

can be w2 = λix
u or w2 = yvγrx

u. If w2 = λi then w →∗ λiy and applying
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relation (8.8) or relation (8.9) we can reduce w to a generator that belongs to L.

If w2 = λix
u with u > 0 then we can apply relation (8.11) giving

w →∗ λix
uγt →

∗ λix
u ∈ L.

If w2 = yvγr then w →∗ yvγrγt and so applying relations (8.14) or (8.15) we have

w →∗ yvg ∈ L with g ∈ {γr, γt}. Finally, if w2 = yvγrx
u with u > 0 then we have

w →∗ yvγrx
uγt →

∗ yvγrx
u ∈ L

by applying relation (8.11).

Case 8: g1g2 ≡ γtλi. Applying relation (8.6) we get γtλi →
∗ γtx

ui . Since

|w1γt| ≤ n, using the hypothesis, we have w1γt →
∗ w2 ∈ L and so w →∗ w2x

ui ∈

L. �

Lemma 8.9 If S is a finitely presented subsemigroup of the bicyclic monoid

B =< b, c | bc = 1 > then the semigroup T = {cibj : cjbi ∈ S} is finitely

presented as well.

Proof. If < A | R > is a finite presentation for S then < A | R′ > is a fi-

nite presentation for T where x1 . . . xi = y1 . . . yj belongs to R if and only if

xi . . . x1 = yj . . . y1 belongs to R′. In fact, T is the opposite of S and so it is

finitely presented if and only if S is finitely presented. �

Proof of Theorem 8.6 We know from Section 1 that any finitely gener-

ated subsemigroup is either a finite subset of the diagonal, and so it is finitely

presented, or it has one of the forms:

FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ Λ̂I,p,d ∪ Σp,d,P ,

FD ∪ F ∪ ΛI,p,d, FD ∪ F ∪ Λ̂I,p,d

where I ⊆ {q, q + 1, . . . , p − 1} for some numbers q, p ∈ N0 and the sets F and

FD are finite. The previous lemma allows us to consider only subsemigroups of
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the form

FD ∪ F ∪ ΛI,p,d ∪ Σp,d,P , FD ∪ F ∪ ΛI,p,d.

In both cases we can remove the finite set FD ∪ F from our subsemigroup and

we still have a subsemigroup. Hence, in both cases, our subsemigroup S has a

subsemigroup U such that S\U is finite and that, by Lemma 8.8, is finitely pre-

sented. It follows from Proposition 8.7 that S is finitely presented as well. �

4 Residual finiteness

In this section we give necessary and sufficient conditions for a subsemigroup of

the bicyclic monoid to be residually finite.

We say that a semigroup S is residually finite if, for any two elements s1, s2 ∈

S, there is a finite semigroup F and a homomorphism φ : S → F that separates

s1 and s2 (such that s1φ 6= s2φ). We start by showing that the bicyclic monoid

B = 〈b, c | bc = 1〉 is not residually finite.

We need the following facts:

Lemma 8.10 Let Cj = {x, x2, . . . , xj−1, 1} be a cyclic group of order j, for some

j ∈ N. Then the function φ : B → Cj; c
mbn 7→ xm−n is a homomorphism.

Proof. Let cmbn, cpbq ∈ B arbitrary. We have

(cmbn)φ(cpbq)φ = xn−mxq−p = xn−m+q−p.

If n ≥ p then

(cmbncpbq)φ = (cmbn−p+q)φ = xn−p+q−m = (cmbn)φ(cpbq)φ

and otherwise we still have

(cmbncpbq)φ = (cm−n+pbq)φ = xq−m+n−p = (cmbn)φ(cpbq)φ

which concludes the proof. �
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Lemma 8.11 Let F be a finite semigroup and let φ : B → F be an onto ho-

momorphism. Then F is a cyclic group Cj = {x, x2, . . . , xj−1, 1} of order j, for

some j ∈ N, and (cmbn)φ = xm−n for any m,n ∈ N0.

Proof. Let cφ = x and bφ = y. Then F is a monoid with identity 1φ = (bc)φ =

yx = 1. The subsemigroup of F generated by x is finite and so we can take

minimum i, j with i ≤ j such that xj+1 = xi, and the elements x, x2, . . . , xj are

all distinct. But xi = xj+1 implies yixi = yixj+1 and so

xj+1−i = cj+1−iφ = (bicj+1)φ = yixj+1 = yixi = (bici)φ = 1φ = 1.

Supposing that i > 1 we have j + 1 − i < j and so γ = j + 1 − i+ 1 ≤ j. Hence

xγ = xj+1−i+1 = xj+1−ix = x

what contradicts the fact that the elements x, x2, . . . , xj are all distinct. There-

fore it must be i = 1 and the semigroup 〈x〉 is in fact the cyclic group, of

order j, Cj = {x, x2, . . . , xj−1, 1}. Moreover, the associativity in F implies that

y = y(xxj−1) = (yx)xj−1 = xj−1 = x−1 and so for any n,m ∈ N0 we have

(cnbm)φ = xn(x−1)m = xn−m. �

Theorem 8.12 The bicyclic monoid is not residually finite.

Proof. It follows from the previous lemmas that, for example, two different idem-

potents cnbn, cmbm ∈ B cannot be separated by any homomorphism φ : B → F

with F being a finite semigroup. �

The following was shown in [31] and we include our proof for completeness.

Lemma 8.13 A subset of the form Ip = {cibj : 0 ≤ i ≤ j, j ≥ p} (p ∈ N0) is an

ideal of U .
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Proof. Let α = cibj ∈ Ip and β = ckbl ∈ U . We first consider the product αβ.

If j ≥ k then αβ = cibj−k+l ∈ Ip since j − k + l ≥ j ≥ p and otherwise we have

αβ = ci−j+kbl ∈ Ip, since l ≥ k ≥ j ≥ p. We now consider the product βα. If

l ≥ i then βα = ckbl−i+j ∈ Ip since l − i + j ≥ j ≥ p, and otherwise we have

βα = ck−l+ibj ∈ Ip since j ≥ p. �

Our main result follows.

Theorem 8.14 A subsemigroup of the bicyclic monoid is residually finite if and

only if it does not contain elements both above and below the diagonal.

Proof. We first show that a two-sided semigroup is not residually finite. In fact,

a two-sided semigroup S contains a subset of the form

X = {cp+udbp+vd;u, v ≥ 0},

which is a subsemigroup isomorphic to the bicyclic monoid; the function

ψ : B → X; cubv 7→ cp+udbp+vd

is clearly an isomorphism. If S was residually finite then, for any two elements

x1, x2 ∈ X there would be an homomorphism φ : S → F , with F finite, sepa-

rating x1, x2 and so there would be an homomorphism ψφ : B → F separating

xψ−1, yψ−1, which would imply, since ψ is a bijection, that the bicyclic monoid

is residually finite.

We will now show that a subsemigroup S contained in U (an upper semigroup

or a subset of the diagonal) is residually finite. Let α = cibj and β = ckbl be two

arbitrary elements of S. Taking p ≥ max(j, l) the set Sp = S ∩ Ip is an ideal of

S. Hence the Rees homomorphism φ : S → (S\Sp)∪ {0} separates α and β, and

S\Sp∪{0} is finite, since S\Sp ⊆ T0,p. Analogously, any subsemigroup contained

in Û is residually finite. �
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We have seen that the bicyclic monoid is strongly automatic (all its finitely

generated subsemigroups are automatic). Combining this chapter with Chapter

6 we have the following natural question:

Question 8.15 Let S = B ∗ B be the free product of two copies of the bicyclic

monoid. Is S strongly automatic?

We can consider generalizations of the bicyclic monoid, as for example in [1],

and a natural problem is the following:

Question 8.16 Consider generalizations of the bicyclic monoid that are still

strongly automatic.

In Chapter 5 we saw that Bruck–Reilly extensions of a finite monoid are

automatic. We can ask:

Question 8.17 Are the Bruck–Reilly extensions of a finite monoid strongly au-

tomatic?



Appendix A

Semigroups

For completeness and clarity we list here the basic definitions and results used in

the thesis which are not included in the introduction. This material can be found

with more detail in [29].

Basic definitions

Let S be a semigroup. An element e ∈ S is a left identity if for all s ∈ S we

have es = s and a right identity if for all s ∈ S we have se = s. An identity

is an element 1 ∈ S such that for all s ∈ S we have 1s = s1 = s. We denote

by S1 the monoid obtained from S by adjoining an identity (S1 = S ∪ {1} and

the operation is extended by s1 = 1s = s, s ∈ S, 11 = 1). An idempotent is an

element e ∈ S such that ee = e and, finally, a zero is an element 0 ∈ S such that

for all s ∈ S we have s0 = 0s = 0.

Given a set X, the full transformation semigroup on X is the semigroup

(T X , ◦) where T X is the set of all functions from X to X and the operation ◦ is

the composition of functions. A transformation semigroup is any subsemigroup

of (T X , ◦).

Let X be a set. A (binary) relation on X is a subset ρ of the cartesian product

X × X; we normally write x1 ρ x2 instead of (x1, x2) ∈ ρ. Given two relations

ρ, τ on X we can define their composition ρ◦ τ by the rule that s (ρ◦ τ) u if there

141
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is t ∈ X such that s ρ t and t τ u. An equivalence relation on X is a relation ρ

that is

reflexive: (∀x ∈ X) x ρ x;

symmetric: (∀x1, x2 ∈ X) x1 ρ x2 =⇒ x2 ρ x1;

and transitive: (∀x1, x2, x3 ∈ X) x1 ρ x2 & x2 ρ x3 =⇒ x1 ρ x3.

An equivalence relation ρ defines a partition on X and each element of the par-

tition is called an equivalence class; we denote by aρ the equivalence class of the

element a ∈ X and by X/ρ the set of all classes. A (partial) order on X is a

relation, normally denoted by ≤, that is reflexive, transitive and

antisymmetric: (∀x1, x2 ∈ X) x1 ≤ x2 & x2 ≤ x1 =⇒ x1 = x2.

Finally, an operation on X is any function from X ×X to X.

Ideals

Let S be a semigroup and let X be a non-empty subset of S. The set X is called

a left ideal if SX ⊆ X, a right ideal if XS ⊆ X and a (two-sided) ideal if it is both

a left and a right ideal. Evidently every ideal (whether right, left or two-sided)

is a subsemigroup, but the converse is not true. Given a ∈ S, the smallest left

ideal of S containing a is S1a = Sa ∪ {a} and we call it the principal left ideal

generated by a. Analogously, the principal right ideal generated by a is aS1.

A semigroup without zero is called simple if it has no proper ideals. A semi-

group S with zero is called 0-simple if {0} and S are its only ideals and S2 6= {0}.

Green’s relations

The equivalence L on S is defined by the rule that a L b if and only if a and b

generate the same principal left ideal, that is, if and only if S1a = S1b. Similarly,

we define the equivalence R by the rule that a R b if and only if aS1 = bS1. The
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relation H is the intersection of L and R. Since L ◦ R = R ◦ L we define the

relation D = L ◦ R = R ◦ L. Finally we define the relation J by aJ b if and

only if S1aS1 = S1bS1. The following notation is used for equivalence classes of

the Green’s relations: the L-class (R-class; H-class; D-class; J -class) containing

element a is denoted by La (Ra; Ha; Da; Ja). A D-class can be represented by

a table, called an eggbox, where each row represents an R-class, each column

represents a L-class, and each cell represents an H-class.

Completely simple semigroups

There is a natural (partial) order defined on the set of the idempotents of a

semigroup S by the rule that

e ≤ f if and only if ef = fe = e.

If S is a semigroup with zero then the zero is the unique minimum (e is minimum

if e ≤ f for every idempotent f) idempotent. The idempotents that are minimal

(e is minimal if f ≤ e implies f = e for every idempotent f) within the set of

non-zero idempotents are called primitive. We say that a semigroup is completely

0-simple if it is 0-simple and has a primitive idempotent, and we say that a

semigroup is completely simple if it is simple and has a primitive idempotent.

Completely simple semigroups are known to be Rees matrix semigroups over

groups. Completely 0-simple semigroups are Rees matrix semigroups with zero

over groups where the matrix is regular (no row or column consists entirely of

zeros).

Congruences

Let S be a semigroup. A relation ρ on the set S is called compatible (with the

operation in S) if

(∀s, t, s′, t′ ∈ S) s ρ t & s′ ρ t′ =⇒ ss′ ρ tt′.
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A compatible equivalence relation is called a congruence. Given a congruence ρ

on the semigroup S the set S/ρ is a semigroup with operation (aρ)(bρ) = (ab)ρ.

Rees quotient

Given a proper ideal I of a semigroup S the relation ρI = (I × I) ∪ 1S is a

congruence (here 1S stands for the relation {(s, s) : s ∈ S}), called the Rees

congruence, and we can consider the semigroup S/ρI , called the Rees quotient.

This semigroup can be seen as the set (S\I)∪{0} where the product of elements

of S\I is the same as their product in S if this lies in S and it is 0 otherwise. We

have the natural homomorphism

φ : S → S/ρI ; s 7→ s (s ∈ S\I); s 7→ 0 (s ∈ I),

called the Rees homomorphism.

Presentations

Let A be an alphabet. A semigroup presentation is a pair 〈A | R〉 where R is a

relation in A+. In this context, we normally write u = v instead of u R v and

we say that u = v is a (defining) relation. If A = {a1, . . . , an} and R = {u1 =

v1, . . . , um = vm}, we write 〈a1, . . . , an | u1 = v1, . . . , um = vm〉 for 〈A | R〉. We

say that the semigroup S is defined by the presentation 〈A | R〉 if S ∼= A+/ρ

where ρ is the smallest congruence on A+ that contains R. Replacing A+ by A∗

in the previous definition we obtain the definition of a monoid presentation; in

this context we normally write 1 instead of ε (for example, the bicyclic monoid is

defined by the monoid presentation 〈b, c | bc = 1〉).
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GAP program

*** GAP PROGRAM ***

## SUBSEMIGROUPS OF THE BICYCLIC MONOID

Print("------------------------------------------------------------\n");

Print("Subsemigroups of the bicyclic monoid <b,c | bc = 1>.\n");

Print("Function \"subsembimon\" displays the subsemigroup given the\n");

Print("generating set.\n\n");

Print("An element c^i b^j is represented by [i,j] and so\n");

Print("the generating set must be a list of pairs of numbers (>=0).\n\n");

Print("Example:\n");

Print("x := [[1,2],[5,4]];\n");

Print("subsembimon(x);\n");

Print("------------------------------------------------------------\n");

## MIDDLE SEMIGROUPS

## The sets f,x must be contained in F_{q,p}

## Returns a list with the elements in f \cup f.x

## that are on the left of column p

actright := function(f,x,p)

local k,j,r;

r := ShallowCopy(f);

for k in f do

for j in x do

if k[2] <= j[1] then

Add(r,[k[1]-k[2]+j[1], j[2] ]);

else

145
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if (k[2]-j[1]+j[2] < p) then

Add(r,[k[1],k[2]-j[1]+j[2]]);

fi;

fi;

od;

od;

return Set(r);

end;

## u is a subset of B, l is a list of line numbers smaller then p

## returns the list of line numbers in l \cup u.l

## that are smaller then p

actleft := function(u,l,p)

local r,k,j,n;

r := ShallowCopy(l);

for k in u do

for j in l do

if j > k[2] then

n := k[1]-k[2]+j;

if n < p then

Add(r,n);

fi;

fi;

od;

od;

return Set(r);

end;

## MAIN FUNCTION - middle semigroups

## Assumes $X \cap D_1 \neq \emptyset$,

## $X \cap D_2 \neq \emptyset$,

## $\iota(X) \le \kappa(X)$ and

## $S \cap F_{0,\iota(X)} = \emptyset$

computemid :=function(x)

local q,p,d,I0,I1,k,u,r,F0,F1,i,setP,n,x0;

## Compute d,q,p and setP

d := AbsInt(Gcd(List(x, k -> k[1]-k[2])));

q := Minimum(ListX(x,k -> k[1] < k[2],k -> k[1]));

p := Minimum(ListX(x,k -> k[1] > k[2], k-> k[2]));

setP := Set(ListX(x, k -> (k[1] >= p) and (k[2] >= p), k -> ((k[1]-p) mod d)));

## Creates initial F

F1 := ListX(x, k -> k[1] >= q and k[1] < p and k[2] < p, k -> k);

x0 := ShallowCopy(F1);

F0 := [] ;

## Iteration to construct final F
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while (F1 <> F0) do

F0:=F1;

F1 := actright(F0,x0,p);

od;

## Construct initial I

I1 := [];

for r in setP do

u := 1;

k := p+r-d;

while (k >= q) do

if (k < p) then

Add(I1,k);

fi;

u:=u+1;

k := p+r-u*d;

od;

od;

for k in x do

if k[1] >= q and k[1] < p then

Add(I1,k[1]);

fi;

od;

I1 := Set(I1);

I0 := [];

## Iteration to produce final I

while (I1 <> I0) do

I0 := I1;

I1 := actleft(F1,I0,p);

od;

return [q,p,d,F1,I1,setP];

end;

## UPPER SEMIGROUPS

## returns a list of the lines that form the received set

splitinlines := function(y)

local n,i,k,l;

i := y[1][1]; l := []; n := 1; l[n] := [];

for k in y do

if k[1] = i then

Add(l[n],k);

else

n := n + 1;

l[n] := [];
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Add(l[n],k);

i:=k[1];

fi;

od;

return l;

end;

## Returns the line numbers in a list of lines

linesin := function(l)

return List(l, k -> k[1][1]);

end;

## Receives a list of lines and a list columns numbers from which

## regularity starts.

## returns the a set with the elements of S on the left of column

## max(m)

formf := function(l,m,d)

local s,setF,i,t,j,k,mmax;

s := Size(l); setF :=[]; mmax := Maximum(m);

for i in [1..s] do

k := l[i];

t:=k[1][1];

setF := Set(Concatenation(setF,k));

j := m[i]+d;

while (j < mmax) do

Add(setF,[t,j]);

j := j+d;

od;

od;

setF := Filtered(setF, k -> k[2] < mmax);

return Set(setF);

end;

## Checks if the subset of the line i determines a number m

## such that it generates F \cup \Lambda_{i,p,d}

linegen := function(l,d)

local h,i,j,k,s,sucesso,jmax,t;

h:=[]; s := Size(l);

for i in [1..s] do

h[i] := l[i][2];

od;

t:=l[1][1];

i:=1;

k:=h[i];

sucesso := false;



APPENDIX B. GAP PROGRAM 149

while i+(k-t)/d-1 <=s and not sucesso do

sucesso:=true;

j:=0;

jmax:=(k-t)/d-1;

while sucesso and j < jmax do

j:=j+1;

if h[i+j] <> k+j*d

then sucesso := false;

fi;

od;

i := i+1;

if i <=s then

k := h[i];

fi;

od;

if sucesso then

return h[i-1];

else return -1;

fi;

end;

## Check if a set (already split in lines) generates the final

## subsemigroup. If not returns []. If it generates

## returns the vector with the columns numbers from

## where regularity starts for each line in S

linesselfgen := function(l,d)

local s,m,i,k,flag;

s := Size(l); m := []; i := 1; flag := true;

while (i <= s) and flag do

k := linegen(l[i],d);

if k <> -1 then

m[i] := k;

i := i +1;

else

flag := false;

fi;

od;

if flag then

return m;

else

return [];

fi;

end;

## returns setI \cup setF.setI
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addlines := function(setF,setI)

local r,k,j;

r := ShallowCopy(setI);

for k in setF do

for j in setI do

if j > k[2] then

Add(r,k[1]-k[2]+j);

fi;

od;

od;

return(Set(r));

end;

## Multiplies subsets of the bicyclic monoid

multiplica := function(a,b)

local c,i,j;

c := [];

for i in a do

for j in b do

if (i[2] >= j[1]) then

Add(c, [i[1], i[2]-j[1]+j[2] ]);

else

Add(c, [i[1]-i[2]+j[1],j[2]]);

fi;

od;

od;

return Set(c);

end;

## Checks if the operation is already closed

test_issemigroup := function(setF,setI,m)

local mmax,flag,prod,setI2;

mmax := Maximum(m); flag:=false;

prod := multiplica(setF,setF);

prod := Filtered(prod,k -> k[2] < mmax);

prod := Set(Concatenation(setF,prod));

if setF = prod then

flag :=true;

fi;

if flag then

setI2 := addlines(setF,setI);

if setI <> setI2 then

flag := false;

fi;

fi;
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return flag;

end;

## Checks if we have all we need

issemigroup := function(y,d)

local l,setI,setF,m,done;

done := false;

l := splitinlines(y);

m := linesselfgen(l,d);

if m <> [] then

setI := linesin(l);

setF := formf(l,m,d);

done := test_issemigroup(setF,setI,m);

fi;

return done;

end;

## Returns the paremeters

semigroup := function(y,d)

local l,setI,setF,m;

l := splitinlines(y);

m := linesselfgen(l,d);

setI := linesin(l);

setF := formf(l,m,d);

return [d,setF,setI,m];

end;

## MAIN FUNCTION - upper semigroups

## Assumes X \cap \hat{U} = \emptyset, X \cap U \neq \emptyset,

## X \cap F_{0,\iota(X)} = \emptyset

computeabove := function(x)

local done,d,y,p,k,m;

d := AbsInt(Gcd(List(x, k -> k[1]-k[2])));

done := false; y :=ShallowCopy(x); p :=ShallowCopy(x);

done := issemigroup(y,d);

## main cycle - in iteration n, y is equal to X^1 \cup ... X^n

## and it is checked if y gives us already the semigroup

while not done do

p := multiplica(p,x);

y := Set(Concatenation(y,p));

done := issemigroup(y,d);

od;

return semigroup(y,d);

end;
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## Find the kind of semigroup

isdiagonal := function (x)

local i,s;

s := Size(x); i := 1;

while x[i][1] = x[i][2] and i < s do

i := i +1;

od;

if i = s and x[i][1] = x[i][2] then

return true;

else

return false;

fi;

end;

# Are all elements above (or in) the diagonal?

isabove := function (x)

local i,s;

s := Size(x); i := 1;

while x[i][1] <= x[i][2] and i < s do

i := i +1;

od;

if i = s and x[i][1] <= x[i][2] then

return true;

else

return false;

fi;

end;

# Are all elements below (or in) the diagonal?

isbelow := function (x)

local i,s;

s := Size(x); i := 1;

while x[i][1] >= x[i][2] and i < s do

i := i +1;

od;

if i = s and x[i][1] >= x[i][2] then

return true;

else

return false;

fi;

end;

# Assumes it is two-sided checks if it is two-sided upper

istwosidup := function(x)

local q,p;
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q := Minimum(ListX(x,k -> k[1] < k[2],k -> k[1]));

p := Minimum(ListX(x,k -> k[1] > k[2], k-> k[2]));

if q <= p then

return true;

else

return false;

fi;

end;

## Apllies the anti-isomorphism to the generating set

invert := function(x)

local k;

return List(x, k -> [k[2],k[1]]);

end;

## MAIN FUNCTION

## receives the generating set

## returns the subsemigroup

subsembimon := function(x)

local d,setFD,setF,setI,setP,m,l,q,p,x1;

if isdiagonal(x)

then

Print("Contained in the diagonal\n");

elif isabove(x)

then

Print("------------------------------------------------\n");

Print("Upper semigroup: F_D \\cup F \\cup \\Lambda_{I,m,d}\n");

Print("------------------------------------------------\n");

q := Minimum(ListX(x, k -> k[1] < k[2],k -> k[1]));

x1 := ListX(x, k -> k[1] >= q, k->k);

l := computeabove(x1);

d:=l[1]; setF:=l[2]; setI:=l[3]; m:=l[4];

setFD := ListX(x, k -> k[1] < q, k -> k);

Print("d=",d,"\nm=", Maximum(m),"\n");

Print("F_D=\n",setFD,"\n");

Print("F=\n",setF,"\n");

Print("I=\n",setI,"\n");

elif isbelow(x)

then

Print("-----------------------------------------------------\n");

Print("Lower semigroup: F_D \\cup F \\cup \\wh{\\Lambda_{I,m,d}} \n");

Print("-----------------------------------------------------\n");

q := Minimum(ListX(x, k -> k[1] > k[2],k -> k[2]));

x1 := ListX(x, k -> k[2] >= q, k->k);

x1 := invert(x1);
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l := computeabove(x1);

d:=l[1]; setF:=l[2]; setI:=l[3]; m:=l[4];

setF := invert(setF);

setFD := ListX(x, k -> k[2] < q, k -> k);

Print("d=",d,"\nm=", Maximum(m),"\n");

Print("F_D=\n",setFD,"\n");

Print("F=\n",setF,"\n");

Print("I=\n",setI,"\n");

elif istwosidup(x)

then

Print("---------------------------------------------------\n");

Print("Two sided upper semigroup:\n");

Print("F_D \\cup F \\cup \\Lambda_{I,p,d} \\cup \\Sigma_{p,d,P} \n");

Print("---------------------------------------------------\n");

q := Minimum(ListX(x, k -> k[1] < k[2],k -> k[1]));

x1 := ListX(x, k -> k[1] >= q, k->k);

l := computemid(x1); p := l[2]; d := l[3]; setF := l[4];

setI := l[5]; setP := l[6];

setFD := ListX(x, k -> k[1] < q, k -> k);

Print("d=",d,"\np=",p,"\n");

Print("F_D=\n",setFD,"\n");

Print("F=\n",setF,"\n");

Print("I=\n",setI,"\n");

Print("P=\n",setP,"\n");

else

Print("---------------------------------------------------------\n");

Print("Two sided lower semigroup:\n");

Print("F_D \\cup F \\cup \\hat{\\Lambda_{I,p,d}} \\cup \\Sigma_{p,d,P}\n");

Print("---------------------------------------------------------\n");

q := Minimum(ListX(x, k -> k[1] > k[2],k -> k[2]));

x1 := ListX(x, k -> k[2] >= q, k->k);

x1 := invert(x1);

l := computemid(x1);

p := l[2]; d := l[3]; setF := l[4]; setI := l[5]; setP := l[6];

setFD := ListX(x, k -> k[1] < q, k -> k);

setF := invert(setF);

Print("d=",d,"\np=",p,"\n");

Print("F_D=\n",setFD,"\n");

Print("F=\n",setF,"\n");

Print("I=\n",setI,"\n");

Print("P=\n",setP,"\n");

fi;

end;

*** GAP session ***
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gap> Read("bimon.g");;

------------------------------------------------------------

Subsemigroups of the bicyclic monoid <b,c | bc = 1>.

Function "subsembimon" displays the subsemigroup given the

generating set.

An element c^i b^j is represented by [i,j] and so

the generating set must be a list of pairs of numbers (>=0).

Example:

x := [[1,2],[5,4]];

subsembimon(x);

------------------------------------------------------------

gap> x:=[[1,2],[5,4]];;

gap> subsembimon(x);;

---------------------------------------------------

Two sided upper semigroup:

F_D \cup F \cup \Lambda_{I,p,d} \cup \Sigma_{p,d,P}

---------------------------------------------------

d=1

p=4

F_D=

[ ]

F=

[ [ 1, 2 ], [ 1, 3 ] ]

I=

[ 1, 2, 3 ]

P=

[ 0 ]

gap> x:=[[1,1],[4,7],[10,13],[18,24],[23,17]];;

gap> subsembimon(x);;

---------------------------------------------------

Two sided upper semigroup:

F_D \cup F \cup \Lambda_{I,p,d} \cup \Sigma_{p,d,P}

---------------------------------------------------

d=3

p=17

F_D=

[ [ 1, 1 ] ]

F=

[ [ 4, 7 ], [ 4, 10 ], [ 4, 13 ], [ 4, 16 ], [ 7, 13 ], [ 7, 16 ],

[ 10, 13 ], [ 10, 16 ] ]

I=

[ 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15 ]
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P=

[ 0, 1 ]

gap> x:=[[1,1],[7,4],[13,10],[24,18],[17,23]];;

gap> subsembimon(x);;

---------------------------------------------------------

Two sided lower semigroup:

F_D \cup F \cup \hat{\Lambda_{I,p,d}} \cup \Sigma_{p,d,P}

---------------------------------------------------------

d=3

p=17

F_D=

[ [ 1, 1 ] ]

F=

[ [ 7, 4 ], [ 10, 4 ], [ 13, 4 ], [ 16, 4 ], [ 13, 7 ], [ 16, 7 ],

[ 13, 10 ], [ 16, 10 ] ]

I=

[ 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 15 ]

P=

[ 0, 1 ]

gap> x:=[[1,1],[3,13],[5,9],[10,16]];;

gap> subsembimon(x);;

------------------------------------------------

Upper semigroup: F_D \cup F \cup \Lambda_{I,m,d}

------------------------------------------------

d=2

m=20

F_D=

[ [ 1, 1 ] ]

F=

[ [ 3, 13 ], [ 3, 17 ], [ 3, 19 ], [ 5, 9 ], [ 5, 13 ], [ 5, 17 ], [ 5, 19 ],

[ 6, 16 ], [ 10, 16 ] ]

I=

[ 3, 5, 6, 10 ]

gap> x:=[[1,1],[13,3],[9,5],[16,10]];;

gap> subsembimon(x);;

-----------------------------------------------------

Lower semigroup: F_D \cup F \cup \wh{\Lambda_{I,m,d}}

-----------------------------------------------------

d=2

m=20

F_D=

[ [ 1, 1 ] ]

F=

[ [ 13, 3 ], [ 17, 3 ], [ 19, 3 ], [ 9, 5 ], [ 13, 5 ], [ 17, 5 ], [ 19, 5 ],

[ 16, 6 ], [ 16, 10 ] ]
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I=

[ 3, 5, 6, 10 ]

gap> x:=[[1,1],[2,2],[3,3],[5,5],[8,8]];;

gap> subsembimon(x);;

Contained in the diagonal

gap> x:=[[9,12],[12,18],[15,24],[18,30],[21,36]];;

gap> subsembimon(x);;

------------------------------------------------

Upper semigroup: F_D \cup F \cup \Lambda_{I,m,d}

------------------------------------------------

d=3

m=36

F_D=

[ ]

F=

[ [ 9, 12 ], [ 9, 15 ], [ 9, 18 ], [ 9, 21 ], [ 9, 24 ], [ 9, 27 ],

[ 9, 30 ], [ 9, 33 ], [ 12, 18 ], [ 12, 21 ], [ 12, 24 ], [ 12, 27 ],

[ 12, 30 ], [ 12, 33 ], [ 15, 24 ], [ 15, 27 ], [ 15, 30 ], [ 15, 33 ],

[ 18, 30 ], [ 18, 33 ] ]

I=

[ 9, 12, 15, 18, 21 ]

gap> x:=[[3,6],[15,12]];;

gap> subsembimon(x);;

---------------------------------------------------

Two sided upper semigroup:

F_D \cup F \cup \Lambda_{I,p,d} \cup \Sigma_{p,d,P}

---------------------------------------------------

d=3

p=12

F_D=

[ ]

F=

[ [ 3, 6 ], [ 3, 9 ] ]

I=

[ 3, 6, 9 ]

P=

[ 0 ]

gap> x:=[[3,12],[15,12]];;

gap> subsembimon(x);;

---------------------------------------------------

Two sided upper semigroup:

F_D \cup F \cup \Lambda_{I,p,d} \cup \Sigma_{p,d,P}

---------------------------------------------------

d=3

p=12
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F_D=

[ ]

F=

[ ]

I=

[ 3, 6, 9 ]

P=

[ 0 ]

gap> x:=[[3,21],[15,12]];;

gap> subsembimon(x);;

---------------------------------------------------

Two sided upper semigroup:

F_D \cup F \cup \Lambda_{I,p,d} \cup \Sigma_{p,d,P}

---------------------------------------------------

d=3

p=12

F_D=

[ ]

F=

[ ]

I=

[ 3, 6, 9 ]

P=

[ 0 ]

gap> LogTo();;
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