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Abstract

A vertex v ∈ V (G) is called λ-main if it belongs to a star set X ⊂ V (G) of the
eigenvalue λ of a graph G and this eigenvalue is main for the graph obtained from
G by deleting all the vertices in X \ {v}; otherwise, v is λ-non-main. Some results
concerning main and non-main vertices of an eigenvalue are deduced. For a main
eigenvalue λ of a graph G, we introduce the minimum and maximum number of
λ-main vertices in some λ-star set of G as new graph invariant parameters. The
determination of these parameters is formulated as a combinatorial optimization
problem based on a simplex-like approach. Using these and some related parameters
we develop new spectral tools that can be used in the research of the isomorphism
problem. Examples of graphs for which the maximum number of λ-main vertices
coincides with the cardinality of a λ-star set are provided.
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1 Introduction

Throughout this paper we consider undirected simple graphs G with vertex set V (G) =
{1, 2, . . . , n} and edge set E(G). An edge linking the vertices i and j of V (G) is denoted
by ij ∈ E(G), and in this case we say that i and j are adjacent. For each vertex i ∈ V (G),
NG(i) denotes its neighbourhood, that is the set of vertices of G which are adjacent to i
and |NG(i)| is called the degree of i and denoted by dG(i). Given S ⊆ V (G), the
subgraph of G induced by S is denoted by G[S] and is such that V (G[S]) = S and
E(G[S]) = {ij ∈ E : i, j ∈ S}.
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The adjacency matrix AG = [aij ] of G is the symmetric matrix such that aij = 1
if ij ∈ E(G) and 0, otherwise. The multiset of eigenvalues of AG (called the spectrum

of G) is defined as σ(G) =
{
µ
[k1]
1 , µ

[k2]
2 , . . . , µ

[km]
m

}
, where µ

[ki]
i means that the eigenvalue

µi appears repeated ki times in the spectrum of G. The eigenspace of λ ∈ σ(G) is
denoted by EG(λ), that is, EG(λ) = ker(AG−λIn), where In is the n×n identity matrix,
considering a square matrix M , ker(M) is the kernel (or null space) of M .

Each of the eigenvalues µ1, µ2, . . . , µm of a graph G whose eigenspace EG(µi) is not
orthogonal to the all-1 vector with n entries jn is said to be main; otherwise, it is non-
main. The concept of main (non-main) eigenvalue was introduced by Cvetković in [4]
and further investigated in several publications. A survey on main eigenvalues is exposed
by Rowlinson in [9].

The remaining part of the paper is organized as follows. In Section 2 we give some
preliminary results. In Section 3 the concepts of main and non-main vertices are intro-
duced and several theoretical results are established. In particular, it is proved that, for
some main eigenvalue λ, a particular vertex can be λ-main for some star set and λ-non-
main for another star set. In Section 4 the graph invariants related to the maximum
and the minimum number of λ-main vertices are introduced and their determination is
formulated as a combinatorial optimization problem based on a simplex-like approach.
Furthermore, these invariants are related to the graph isomorphism problem. In Sec-
tion 5 we construct some examples of graphs in which all vertices of a fixed λ-star set are
λ-main. Some open problems we observed during the research are selected in Section 6.
A computation that supports some results of Section 4 is separated in the Appendix.

2 Preliminary results on star sets and star comple-
ments

We first recall some basic concepts of the theory of star sets. For more details we refer
to [6, pp. 136–141].

Considering a graph G with n vertices and an eigenvalue λ ∈ σ(G), let P be the matrix
of the orthogonal projection of Rn onto EG(λ) with respect to the standard orthonormal
basis {e1, e2, . . . , en} of Rn. Then the set of vectors Pej (1 ≤ j ≤ n) spans EG(λ), and
therefore there exists X ⊆ V (G) such that the vectors Pej (j ∈ X) form a basis for
EG(λ). Such a set X is called a star set for λ in G or simply a λ-star set of G. If X is a
λ-star set of G then X = V (G) \X is called a λ-co-star set of G, while G−X = G

[
X
]

is called a star complement for λ in G.
The next result gives some properties of a star set.

Theorem 1. [6, Proposition 5.1.1] Given a graph G, let λ be its eigenvalue with multi-
plicity k > 0. The following conditions on a vertex subset X ⊂ V (G) are equivalent:

1. X is a λ-star set of G;

2. Rn = EG(λ)⊕ V, where V =
〈
ei : i ∈ X

〉
;

3. |X| = k and λ is not an eigenvalue of G−X.

It is also worth recalling the following result, known as the Reconstruction Theorem,
that states another characterization of star sets needed in the sequel.
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Theorem 2. [6, p. 140] Let X ⊂ V (G) be a set of vertices of a graph G, X = V (G) \X
and assume that G has adjacency matrix

AG =

[
AX NT

N CX

]
,

where AX and CX are the adjacency matrices of the subgraphs induced by X and X,
respectively. Then X is a λ-star set of G if and only if λ is not an eigenvalue of CX and

AX − λIX = NT
[
CX − λIX

]−1
N,

where IX and IX are respectively the identity matrices of orders |X| and
∣∣X∣∣ .

Furthermore, EG(λ) is spanned by the vectors[
y

− (CX − λIX)
−1
Ny

]
,

where y ∈ R|X|.

We now prove the following result which will be used in the sequel.

Lemma 3. Let G be a graph of order n, λ ∈ σ(G) and X ⊂ V (G) a λ-star set of G.
The rows of the submatrix [

N CX − λIX
]

(1)

span the row space of the matrix AG − λIn.

Proof. Since CX − λIX is non-singular, it follows that the |X| rows of (1) are linearly
independent. Therefore, the result follows since the null space of the matrix AG − λIn
has dimension |X|.

In the simplex terminology, every square nonsingular submatrix of order |X| of the
matrix (1) is called a basic submatrix and the remaining submatrix is non-basic. Accord-
ingly, in (1) CX − λIX is basic and N is non-basic. Observe that the matrix (1) has |X|
rows and n columns. On the other hand, the submatrix N has |X| columns. From the
next proposition we may conclude that every basic submatrix of the matrix (1) defines a
co-star set and vice versa.

Proposition 4. [3] Let G be a graph of order n with at least one edge and X ⊂ V (G) be
a star set for λ ∈ σ(G). Then X ′ ⊂ V (G) is a λ-star set of G if and only if the submatrix
of (1) defined by the columns indexed by the vertices in the λ-co-star set X ′ is basic, that
is, non-singular.

Assuming that G has m distinct eigenvalues µ1 ≥ µ2 ≥ · · · ≥ µm, where each eigen-
value µi has multiplicity ki (and then

∑m
i=1 ki = n), it can be proved that there is a

partition X1 ∪X2 ∪ · · · ∪Xm of V (G) where each part Xi is a µi-star set (and then has
cardinality ki) [9]. This partition is called a star partition of G.

A vertex subset D ⊂ V (G) is called a dominating set if each vertex in D = V (G) \D
is adjacent to a vertex of D. Following [12], we say that the dominating set D is a
location dominating set if NG(u) ∩ D 6= NG(v) ∩ D whenever u, v are distinct vertices
in D. The domination number (respectively, location-domination number) of G is the
least cardinality of a dominating set (location-dominating set).
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Proposition 5. [10] Let X1∪X2∪· · ·∪Xm be a star partition of a graph G and suppose
that G has no isolated vertices. Then

1. for each i ∈ {1, 2, . . . ,m}, Xi is a dominating set for G;

2. if µi 6∈ {−1, 0}, then Xi is a location-dominating set for G.

3 Main and non-main vertices

For a graph G, an eigenvalue λ ∈ σ(G) and a λ-star set X ⊆ V (G), a vertex v ∈ X is
called λ-main (λ-non-main) if λ is a main (non-main) eigenvalue of the subgraph of G
induced by X ∪ {v}.

Let B = CX − λIX . Multiplying the submatrix (1) by B−1, we obtain[
B−1N IX

]
.

This matrix contains the full information about the eigenvectors of AG afforded by λ. In
fact, the vectors [

−ei
B−1Nei

]
,

where ei is the i-th vector of the canonical basis of R|X|, with i ∈ X, belong to the null
space of the matrix (1). Since this matrix spans the row space of AG−λIn, it follows that
these vectors also belong to the null space of AG−λIn. Therefore, the mentioned vectors
are the |X| linearly independent eigenvectors of AG associated with the eigenvalue λ,
that is, they form a basis for E(λ), and the eigenvalue λ is non-main if and only if

jᵀ
[
−ei

B−1Nei

]
= −1 + jBB

−1Nei = 0,

holds for all i ∈ X. Accordingly, λ is non-main if and only if

jᵀBB
−1N − jᵀN = [0, 0, . . . , 0], (2)

where jB (jN ) is the all-1 vector with a number of entries equal to the cardinality of the
co-star set X (star set X) defined by B (N).

According to the definition, a vertex i ∈ X is λ-main if jᵀBB
−1Nei−1 6= 0. Therefore,

by considering the simplex tableau associated with the λ-star set (λ-co-star set) X (X),

XN

XB B−1N
jᵀBB

−1N − jᵀN

, (3)

where XB = X and XN = X, we deduce that the number of non-zero entries of the last
row (usually called the reduced cost row) is equal to the number of main vertices of the
λ-star set X.

From the previous analysis we obtain the following proposition.

Proposition 6. For a graph G without isolated vertices and λ ∈ σ(G), let X ⊂ V (G) be
a λ-star set of G. The following statements hold:
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1. λ is non-main if and only if jᵀBB
−1N = jᵀN , where B = CX − λIX , that is, if and

only if all the vertices in X are non-main.

2. Assuming that λ is main, the vertex i ∈ X is main (non-main) if and only if the
corresponding entry of the reduced cost row of the simplex tableau (3) is non-zero
(zero).

3

41

2

6 5

11

−1 3

−2 −2
7 0

A star partition of GG

Figure 1: A graph G with σ(G) = {3, 1[2], 0,−1,−2[2]} and a star partition of G.

Example 7. Let G be a graph illustrated in Figure 1, and let us consider the star
sets X = {1, 4} and X ′ = {2, 3} of the eigenvalues −2 and 1, respectively. Then the
submatrices

[
N CX − λIX

]
and

[
N CX′ − λIX′

]
are

1 0 2 1 0 0 1
0 1 1 2 0 0 1
0 1 0 0 2 1 1
1 0 0 0 1 2 1
0 0 1 1 1 1 2

 and


1 0 −1 0 0 1 0
0 1 0 −1 1 0 0
0 0 0 1 −1 1 1
0 0 1 0 1 −1 1
1 1 0 0 1 1 −1

 ,
respectively. In the first matrix, the first two columns correspond to the vertices 1 and 4,
while the last 5 columns correspond to the vertices 2, 3, 5, 6 and 7. In the second matrix,
the first two columns correspond to the vertices 2 and 3, while the last five columns
correspond to the vertices 1, 4, 5, 6 and 7. The associated simplex tableaux (3) are given
by

X x1 x4
x2 1 0
x3 0 1
x5 0 1
x6 1 0
x7 -1 -1

0 0

and

X ′ x2 x3
x1 1 0
x4 0 1
x5 0 -1
x6 -1 0
x7 1 1

0 0

(4)

Therefore, by applying Proposition 6 - item 1, we may conclude that the eigenvalues −2
and 1 are both non-main and thus all the vertices in X and X ′ are non-main. As another
example, considering the eigenvalue 0, we get that X ′′ = {7} is a 0-star set and then the
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associated simplex tableau takes the form

X ′′ x7
x1 1
x2 0
x3 0
x4 1
x5 0
x6 0

1

(5)

Therefore, the non-zero cost entry implies that 0 is a main eigenvalue. Furthermore, it
also follows that {1}, {4} and {7} are the unique 0-star sets.

The next proposition gives some additional properties of main and non-main vertices.

Proposition 8. Consider a graph G without isolated vertices, an eigenvalue λ ∈ σ(G)
and a λ-star set X of G. Let, for v ∈ X, yv denote the column of the simplex tableau
(3) associated to xv, that is

yv =
[
CX − λIX

]−1
av, (6)

where av denotes the column of N in (1) corresponding to the vertex v. Then

1. the set {i ∈ X : yiv 6= 0} is non-empty;

2. for every u ∈ {i ∈ X : yiv 6= 0} the following properties hold:

(a) the vertex subset X ′ = (X \ {v}) ∪ {u} is a λ-star set of G;

(b) if v is λ-main (λ-non-main), then the vertex u ∈ X ′ is λ-main (λ-non-main)
for G.

Proof. Let us consider simplex tableau (3) associated to the λ-star set X. We choose an
arbitrary vertex v ∈ X and consider yv as in (6).

1. Since by Proposition 5 the vertex set of any λ-star complement of G is a dominating
set, the vertex v has at least one neighbour in X, and then av 6= 0. Therefore, there
exists at least one entry, say u, such that yuv 6= 0. Otherwise, yv = 0 and from (6)
it follows that av = 0, which is a contradiction.

2. Now, choose yv as pivoting column in the simplex tableau (3).

(a) If the entry yuv is the pivot, then X ′ = (X \ {v}) ∪ {u} is a λ-star set of G.

(b) If the reduced cost in the column associated to xv is non zero (zero), then the
vertex v is λ-main (λ-non-main) and after pivoting the column associated to
xu remains non-zero (zero) and the vertex u becomes λ-main (λ-non-main).

The next corollary is an immediate consequence of Proposition 8.

Corollary 9. For a graph G without isolated vertices and an eigenvalue λ, every vertex
of G belongs to the vertex set of some λ-star complement.
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The same conclusion can be obtained from [5, Proposition 7.4.8] which is proved using
a different approach. From this corollary, and taking into account that every graph admits
a star partition, we conclude that there is more than one star set for every eigenvalue.

A related result is the following.

Proposition 10. [5, Proposition 7.4.8] A vertex v of a graph G lies in every star set
corresponding to the eigenvalue µ if and only if µ = 0 and v is an isolated vertex of G.

Concerning the vertices of some λ-star set, we prove the following additional result.

Proposition 11. Let G be a graph without isolated vertices and λ ∈ σ(G). Consider an
arbitrary λ-star set X and its associated simplex tableau (3). A vertex v 6∈ X belongs to
some λ-star set if and only if the row of (3) corresponding to v has at least one non-zero
entry.

Proof. If there is some non-zero entry yvj in the row of (3) corresponding to the vertex
v, from Proposition 8 - item 2 we get that X ′ = (X \ {j}) ∪ {v} is a λ-star set of G.

Conversely, let us assume that every entry of the row corresponding to the vertex v is

zero. Considering the submatrix (1) and multiplying this submatrix by
[
CX − λIX

]−1
,

we obtain
M =

[[
CX − λIX

]−1
N IX

]
.

It follows immediately that the row of M assigned to the vertex v has all its entries equal
to zero, except the diagonal entry of IX . From the eigenvalue equation, it follows that
for every u ∈ EG(λ), Mu = 0 and this equation implies uv = 0. Therefore, v does not
belong to a λ-star set.

By virtue of the previous proposition, we deduce that the information available in the
simplex tableau (3) associated to any λ-star set (λ-co-star set) of a graph G enables us to
detect which vertices have no λ-star sets. For instance, from the simplex tableau (4) of
Example 7, we may conclude that every vertex of the graph of Figure 1 belongs to some
1-star set and also to some (−2)-star set. On the other hand, from the simplex tableau
(5) we see that there are only three 0-star sets: {1}, {4} and {7}.

4 Graph parameters related to main and non-main
vertices

Given an eigenvalue λ of a graph G, let main(X) denote the subset of λ-main vertices of
the λ-star set X and SS(λ,G) denote the set of λ-star sets of G. We denote

ℵmax(λ,G) = max{|main(X)| : X ∈ SS(λ,G)}, (7)

ℵmin(λ,G) = min{|main(X)| : X ∈ SS(λ,G)}. (8)

Evidently, ℵmax(λ,G) and ℵmin(λ,G) denote the number of λ-main vertices of a λ-star set
having the maximum number and the minimum number of λ-main vertices, respectively.
One may observe that when, for some λ-star set X, |main(X)| = p then the number of
λ-non-main vertices in X is equal to |X| − p.

Returning to the simplex tableau (3) and taking into account that the number of main
vertices of the star set X is equal to the number of non-zero entries in the reduced cost
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row, we can reformulate the determination of this graph invariant as the determination of
the number of non-zero entries in the reduced cost row of the simplex tableau associated
to the basis with maximum number of non-zero entries in the reduced cost row. For
this purpose, let us define δ1(c) as the number of entries equal to 1 in an arbitrary row
vector c and let (B,N ) denote the set of partitions of the matrix (1) into the pairs of
submatrices (B,N) produced by pivoting the associated simplex tableau, where B is basic
and N is non-basic. Note that, from the simplex tableau associated to (1) by pivoting
we may produce all the pairs of basic and non-basic matrices (B,N) of (B,N ). Then the
optimization problems (7) and (8) can be reformulated as follows:

ℵmax(λ,G) = kλ −min{δ1(jTBB
−1N) : (B,N) ∈ (B,N )},

ℵmin(λ,G) = kλ −max{δ1(jTBB
−1N) : (B,N) ∈ (B,N )},

where kλ is the multiplicity of the eigenvalue λ. Observe that the reduced cost row of the
simplex tableau associated to (B,N), jTBB

−1N − jTN , has the maximum number of non-
zero entries when jTBB

−1N has the minimum number of entries equal to 1. Therefore,
starting from some simplex tableau and using pivot operations we may obtain a sequence
of new pairs (B,N) until the above numbers cannot be improved.

In relation to the concepts of λ-main and λ-non-main vertices we may define the
λ-main (λ-non-main) degree of a vertex as follows. Let G be a graph with a main
eigenvalue λ. The λ-main degree and the λ-non-main degree of a vertex v ∈ V (G) are

d(λ+,G)(v) = |{S ∈ SS(λ,G) : v ∈ main(S)}|,
d(λ−,G)(v) = |{S ∈ SS(λ,G) : v ∈ S \main(S)}|,

respectively. Accordingly, the maximum (minimum) λ-main degree and the maximum
(minimum) λ-non-main degree of G are

∆(λ+, G)(δ(λ+, G)) = max(min){d(λ+,G)(v) : v ∈ V (G)},
∆(λ−, G)(δ(λ−, G)) = max(min){d(λ−,G)(v) : v ∈ V (G)},

respectively. As a direct consequence of Proposition 10, if λ 6= 0 or G has no isolated
vertices, then the inequality

d(λ+,G)(v) + d(λ−,G)(v) < |SS(λ,G)|

holds for every vertex v ∈ V (G).
It is immediate that if λ is a main eigenvalue of G and X is a λ-star set in which every

vertex is main, then ℵ(λ,G) = |X|. Furthermore, taking into account Proposition 6 -
item 2, we get that if λ ∈ σ(G) is main, then ℵmin(λ,G) ≥ 1; otherwise, ℵmax(λ,G) =
ℵmin(λ,G) = 0.

The foregoing invariants can be used as tools to check if two graphs are not isomorphic.
Namely, the following proposition states several necessary conditions for main eigenvalues
of isomorphic graphs. (We recall that two graphs G and H are isomorphic if and only if
there exists a permutation matrix P such that PAGP

ᵀ = AH .)

Proposition 12. Let G and H be isomorphic graphs. Then they share the same main
eigenvalues. In addition, for each main eigenvalue λ the following properties hold.
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(a) |SS(λ,G)| = |SS(λ,H)|;

(b) ℵmax(λ,G) = ℵmax(λ,H) and ℵmin(λ,G) = ℵmin(λ,H);

(c) |{X ∈ SS(λ,G) : |main(X)| = p}| = |{Y ∈ SS(λ,H) : |main(Y )| = p}|, for
ℵmin(λ,G) ≤ p ≤ ℵmax(λ,G);

(d) ∆(λ+, G)(δ(λ+, G)) = ∆(λ+, H)(δ(λ+, H));

(e) ∆(λ−, G)(δ(λ−, G)) = ∆(λ−, H)(δ(λ−, H));

(f) |{v ∈ V (G) : d(λ+,G)(v) = q}| = |{v ∈ V (H) : d(λ+,H)(v) = q}|, for δ(λ+, G) ≤ q ≤
∆(λ+, G);

(g) |{v ∈ V (G) : d(λ−,G)(v) = q}| = |{v ∈ V (H) : d(λ−,H)(v) = q}|, for δ(λ−, G) ≤ q ≤
∆(λ−, G);

(h) If A and B are the vertex subsets of G and H, respectively, with the same λ-main
(λ-non-main) degree, then they share the same combinatorial properties as the list
of vertex degrees and isomorphic induced subgraphs.

Proof. Since none of the considered graph parameters or combinatorial substructures,
like vertex degrees and induced subgraphs, changes when the vertices of a graph G
are permuted, that is, when its adjacency matrix AG becomes PAGP

ᵀ, where P is a
permutation matrix, all the properties follow immediately.

As it is well-known, the largest eigenvalue of a connected graph is main and simple.
The application of Proposition 12(a)-(g) to pairs of connected cospectral graphs G and H
of order n, with the largest eigenvalue in the role of the main eigenvalue λ is inconclusive.
Indeed, since λ decreases when any vertex of G (H) is deleted, we have that every
vertex of G (H) is λ-main and form a λ-star set, that is, SS(λ,G) = {{v} : v ∈ V (G)}
(SS(λ,H) = {{v} : v ∈ V (H)}). Therefore,

(1) |SS(λ,G)| = |SS(λ,H)| = n;

(2) ℵmax(λ,G) = ℵmax(λ,H) = ℵmin(λ,G) = ℵmin(λ,H) = 1;

(3) |{X ∈ SS(λ,G) : |main(X)| = 1}| = |{Y ∈ SS(λ,H) : |main(Y )| = 1}| = n;

(4) ∆(λ+, G)(δ(λ+, G)) = ∆(λ+, H)(δ(λ+, H)) = 1;

(5) ∆(λ−, G)(δ(λ−, G)) = ∆(λ−, H)(δ(λ−, H)) = 0;

(6) |{v ∈ V (G) : d(λ+,G)(v) = 1}| = |{v ∈ V (H) : d(λ+,H)(v) = 1}| = n;

(7) |{v ∈ V (G) : d(λ−,G)(v) = 0}| = |{v ∈ V (H) : d(λ−,H)(v) = 0}| = n;

(8) The vertex subsets A and B of G and H, respectively, with the same λ-main (λ-
non-main) degree are A = V (G) and B = V (H).

Consequently, Proposition 12(a)-(g) cannot decide whether two cospectral regular
graphs are not isomorphic since the necessary conditions are satisfied for every such a pair.
The condition (h) may fail for some combinatorial structures, however its verification
requires the comparison of the graphs as a whole. We note that the smallest cospectral
regular graphs have 10 vertices [15, p. 10].

9



Remark 13. The analysis of the computational complexity of the determination of all
invariants in Proposition 12 can be done considering the following algorithm.

Algorithm 1 Computation of the graph invariants for Proposition 12

Requires: A graph G of order n without isolated vertices and a main eigenvalue λ with
multiplicity k ≥ 1.
Ensures: The graph invariants in (a)–(h) of Proposition 12.

1: Determine a star set X ⊂ V (G) for the main eigenvalue λ;
2: Determine the simplex tableaux associated to X;
3: Determine SS(λ,G) pivoting a sequence of simplex tableaux, starting with the sim-

plex tableaux of Step 2 as exemplified in the Appendix;
4: Determine the parameters as exemplified in Tables 1 and 2 of the Appendix;
5: Using the data obtained in the previous step, determine the invariants involved in

the properties (a)–(g) of Proposition 12 as well as the vertex subsets referred in (h),
the list of vertex degrees of their induced subgraphs and, as much as possible, other
combinatorial properties.

Let us analyse the complexity of each step of Algorithm 1.

1. Consider the n× k matrix U whose columns are the k linearly independent eigen-
vectors associated with λ and compute a matrix U ′ obtained from U after pivoting
operations and multiplications by scalars until the identity matrix Ik appears as
a submatrix of U ′. Then it is immediate that the vertex subset associated to the
indices defining Ik is a star set X. Since the determination of the mentioned eigen-
vectors is polynomial, the determination of X is also polynomial.

2. Assuming that the matrix
[
N CX − λIX

]
is the submatrix of AG − λI obtained

after deleting the rows with indices associated to the vertices in X, the inverse of the
basic matrix B = CX − λIX should be determined. The computations of B−1 and
B−1N are both polynomial. Therefore, the complexity of this step is polynomial.

3. This is the critical step regarding the complexity of the entire algorithm. Indeed,
in the worst case, we can have

(
n
k

)
star sets. However, in practice, we can deal

with a main eigenvalue with multiplicity 1 (distinct from the largest eigenvalue)
or 2. If k = 1 then N is an n × 1 matrix and the determination of the star sets
is immediate from the non-zero entries of the vector B−1N . Observe that each
star set is a singleton and for every vertex the λ-non-main degree is zero and the
λ-main degree is 0 or 1 (see (5) in Example 7). If k = 2, then the upper bound on
the number of simplex iterations is the triangular number tn−1 = n(n − 1)/2. In
our examples given in the Appendix the number of star sets is much less than this
upper bound.

4. This is a easy step with a polynomial complexity.

5. This step is also polynomial, as it deals with the determination of the lists of vertex
degrees and several additional combinatorial parameters whose determination has
a polynomial complexity.
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Therefore, the overall complexity of Algorithm 1 has the same order as the complexity of
Step 3 and the complexity of this step is polynomial when k ∈ {1, 2}. Furthermore, this
step can be formulated as a combinatorial optimization problem for which new algorithms
can be developed along with a deep study of their complexity. Note that, despite the
excellent practical performance of the simplex method (the average number of pivot steps
is linear [7] (see also [1])), the search for a strongly polynomial time simplex algorithm
remains as one of the most challenging open problems in Optimization and Discrete
Geometry [13]. The number of iterations of a strongly polynomial time algorithm is
bounded by a polynomial in the problem dimensions (and not in the size of the input
data) [11].

Now we demonstrate the use of Proposition 12.

Example 14. Let G and H be the pair of cospectral graphs depicted in Figure 2. These
graphs appear in [6, Figure 4.3].
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Figure 2: A pair of cospectral graphs with the common characteristic polynomial p(x) =
−16x2 − 16x3 + 10x4 + 11x5 − x7.

Taking into account that 0 is an eigenvalue of G and H with multilpicity 2, let us
consider the 0-star sets X = {g6, g7} and Y = {h6, h7} of G and H, respectively. Then
we have

CX =



g1 g2 g3 g4 g5

g1 0 1 0 0 0
g2 1 0 1 0 0
g3 0 1 0 1 1
g4 0 0 1 0 1
g5 0 0 1 1 1

 and CY =



h1 h2 h3 h4 h5

h1 0 1 1 0 0
h2 1 0 1 0 0
h3 1 1 0 1 1
h4 0 0 1 0 1
h5 0 0 1 1 0

.
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The simplex tableaux

X

X C−1
X
N

jᵀ
X
C−1
X
N − jᵀX

and

Y

Y C−1
Y
N

jᵀ
Y
C−1
Y
N − jᵀY

are

g6 g7
g1 1 -1
g2 0 0
g3 0 1
g4 1 0
g5 0 0

1 -1

and

h6 h7
h1 0 0
h2 0 0
h3 0 0
h4 0 1
h5 1 0

0 0

. (9)

Therefore, from Proposition 6 - item 2, we get that 0 is a main eigenvalue for G and
non-main for H and then, by Proposition 12, they are not isomorphic.

From the simplex tableaux (9) one may also observe that there are more 0-star sets in
G than in H. Note that the simplex tableau associated to the 0-star set of H, {h6, h7},
has only two entries that can be chosen to be the pivoting ones, and thus H has just four
0-star sets: {h6, h7}, {h4, h6}, {h5, h7} and {h4, h5}. On the other hand, by pivoting the
simplex tableau associated to the 0-star set of G, {g6, g7}, we may produce 8 distinct
0-star sets.

From Example 14 we deduce the following remark.

Remark 15. Despite g7 is a main vertex for the 0-star star X1 = {g6, g7}, we may
conclude that g7 is non-main for the 0-star set X2 = {g1, g7}. Indeed, by pivoting the
above simplex tableau with the non-zero entry of the g1-row and g6-column in the role of
the pivoting element, we arrive at a tableau in which the entry of the reduced cost row
associated to g7 is equal to 0. Therefore, a vertex can be non-main for some λ-star set
of a main eigenvalue λ and main for some other λ-star set.

In Example 14 we just deal with two of the three cospectral graphs depicted in [6,
Figure 4.3]. The remaining graph is denoted by F and illustrated in Figure 3. On the
basis of computations listed in the Appendix we get the following remark related to G
and F .

Remark 16. It is easy to conclude that 0 is a main eigenvalue of G and F and the
conditions (a)–(g) of Proposition 12 hold for this eigenvalue and this pair of graphs. The
entire computation of the corresponding parameters, including the list of vertex degrees
and induced graphs of subsets of vertices with the same 0-main (0-non-main) degree, is
given in the Appendix since it is technical. From the same computation we see that the
condition (h) fails to hold, since for instance the vertices g1 of G and f7 of F are the
unique vertices in these graphs with 0-main degree equal to 4, but on the other hand these
vertices differ in degree, which leads to the conclusion that G and F are not isomorphic.

5 On maximum value of ℵmax(λ,G)

In this section we consider the question of whether ℵmax(λ,G) is equal to |X|, where X
is a λ-star set of G.
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Figure 3: The graph F cospectral with G and H of Example 14.

We know from [8] that if H is a strongly regular graph with spectrum {ν, µ[kµ], λ[kλ]},
where ν > µ > λ, then the cone K1∇H over H has exactly three distinct eigenvalues if
and only if λ(ν − λ) = −n. In this situation, K1∇H has the spectrm {ρ, µ[kµ], λ[kλ+1]}
and its main eigenvalues are ρ and λ. The latter can be seen by the fact that [0,yᵀ]ᵀ is
an eigenvector afforded by µ in K1∇H if and only if y is an eigenvector afforded by the
same eigenvalue of H. Thus, since µ is non-main in H (as H is regular, it has exactly one
main eigenvalue, ν), it is non-main in K1∇H as well, and we conclude that the remaining
two eigenvalues must be main (since K1∇H in non-regular, it has more than one main
eigenvalue). For an alternative proof the reader is referred to [2]. We record this as the
following result.

Proposition 17. Under the introduced notations, if H is a strongly regular graph with
λ(ν − λ) = −n, then there is a λ-star set X of K1∇H such that, for every v ∈ X, λ is a
main eigenvalue of the subgraph induced by X ∪ {v}, that is, ℵmax(λ,K1∇H) = |X|.

The cone over the Petersen graph serves as an example for the previous proposition.
Indeed, the Petersen graph satisfies the equality of the proposition (with (n, ν, λ) =
(10, 3,−2)), and so −2 is a main eigenvalue of the cone. It remains to show that −2
is a main eigenvalue for every G[X ∪ {v}], with a fixed choice of X and an arbitrary
v ∈ X. The cone over the 5-vertex cycle has no −2 as an eigenvalue, so we can take it for
the star complement, i.e., the subgraph induced by X. Then, the subgraphs induced by
X ∪ {v}, for v ∈ X, are mutually isomorphic as in each of them v is adjacent to exactly
two vertices such that exactly one of them belongs to the aforementioned cycle. So, it is
sufficient to consider just one of isomorphic graphs. The eigenvector afforded by −2 can
be taken to be as in Figure 4, so −2 is main, and we are done.

We consider two particular families of graphs in the role of the star complement for an
arbitrary eigenvalue λ: the totally disconnected graphs tK1 and the complete graphs Kt.

Proposition 18. If tK1 is a star complement for an eigenvalue λ (λ 6= −1) in a graph
G with n vertices, then λ is main in G and ℵmax(λ,G) = n− t.

Proof. We first prove that λ is main in G. For this purpose, we need to check the equality
of (2). In our case, B−1 = − 1

λIt. Observe that λ 6= 0, since λ does not belong to the
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1 1

v,−1

−1 −1

0 0

Figure 4: Eigenvector entries for the eigenvalue λ = −2 in a graph induced by X ∪ {v}
of the cone over the Petersen graph.

spectrum of the star complement. If nv is the column of N that corresponds to the
vertex v of X, then the equality of (2) reads − 1

λ jt · nv − 1 = 0, where · stands for the
standard inner product. Obviously, this equality holds if and only if v has exactly −λ
neighbours in tK1. Since λ is an eigenvalue of G[X ∪ {v}] and the non-zero eigenvalues
of this graph are the positive and the negative square root of the number of neighbours
of v in X, we conclude that the equality holds precisely if λ = −1, the case eliminated
in the formulation of the statement. Therefore, since (2) does not hold for v ∈ X, we
conclude that λ is main in G.

The fact that λ is main in G[X ∪ {v}], for every v ∈ X, is proved in essentially the
same way since the only difference is that, in this case, the equality of (2) should be
checked for a 1-vertex extension of tK1 instead of the entire graph G. From (7) we get
ℵmax(λ,G) = |X| = n− t.

In other words, the equality ℵmax(λ,G) = |X| is attained whenever λ 6= −1.
The previous proposition is relevant for a negative λ. For example, by taking t = 8,

t = 10 and t = 12, we arrive at the unique maximal graph with tK1 in the role of the star
complement for λ = −2. The first has the spectrum {14, 2[7],−2[14]}, and vertex degrees
7 and 16. The second has the spectrum {8, 3[4], 0[5],−2[10]}, and vertex degrees 4 and 10.
The third has the spectrum {10, 4[5], 0[6],−2[15]}, and vertex degrees 5 and 12. The first
graph is an example of a non-regular graph with exactly 3 distinct eigenvalues.

We proceed with the next result.

Proposition 19. If Kt (t ≥ 2) is a star complement for a main eigenvalue λ (λ 6= 0) in
a graph G with n vertices, then ℵmax(λ,G) = n− t.

Proof. Observe that the statement holds for λ = t, as in this case G is necessarily Kt+1,
i.e., a 1-vertex extension of Kt. Observe also that, under the assumption that t ≥ 2, we
have λ 6= −1, since λ does not belong to the spectrum of the star complement.

We need to prove that λ is main in the graph induced by X ∪ {v}, for every v ∈ X.
Suppose that v is adjacent to exactly p (p < t) vertices ofKt. An eigenvector y afforded by
λ in the corresponding 1-vertex extension of Kt has at most three distinct coordinates:
yv (that corresponds to v) y′ (that corresponds to the neighbours of v) and y′′ (that
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corresponds to non-neighbours of v). The eigenvalue equations for v and one of its
neighbours are

λyv = py′, (10)

λy′ = yv + (p− 1)y′ + (t− p)y′′, (11)

respectively. If λ is non-main, we also have

yv + py′ + (t− p)y′′ = 0. (12)

From (10) and (12) we get y′ = λ
p yv and y′′ = λ+1

p−t yv. Substituting for y′, y′′ in (11),

we arrive at yv(λ(λ + 1)) = 0. Since λ /∈ {−1, 0}, we have yv = 0 but this leads to the
conclusion that y is a zero-vector, which is impossible. Hence λ is main in G[X ∪ {v}],
and we are done.

It is proved in [14] that, apart from K1, exactly two complete graphs may appear as
star complements for 1, and then 1 is necessarily the second largest eigenvalue in their
extensions. These graphs are K10 and K11. Moreover, there are exactly two maximal
extensions of the former graph. The first has the spectrum {11, 1[10],−1[5],−4[4]}, and
vertex degrees 7 and 13. The second one has the spectrum {11.28, 1[14],−1,−3[7],−3.28},
and vertex degrees 5, 9 and 16. On the basis of (2), we confirm that in both 1 is a main
eigenvalue, so these graphs are examples for the previous proposition.

6 Open problems

Here we list some conclusions and open problems we spotted during the research. Con-
sider a graph G and a main eigenvalue λ of G.

1. From the Appendix we may conclude that, in general, a vertex v ∈ V (G) which is
λ-main (λ-non-main) for every λ-star set may or may not exist. Are there some
conditions that would preserve the existence of such a vertex?

2. Example 14 shows that there are vertices v ∈ V (G) for which there are no λ-star
sets X such that v is λ-main (λ-non-main) for X. Under which conditions this
would be false?

3. The graphs of Example 14, where the determination of the introduced new graph
invariants is illustrated, are non-isomorphic because they do not share the same
vertex degrees. However, in the context of the isomorphism problem, Proposition 12
should be used in case of cospectral graphs with the same degree sequence. As we
noted upon the proposition, it gives only necessary conditions for main eigenvalues
of isomorphic graphs, and as already noted the items (a)-(g) are indecisive in the
case of cospectral regular graphs. An intriguing problem that arises is to determine
the smallest pair of non-regular cospectral graphs with the same degree sequence
for which the proposition is indecisive. In relation to this, we can add that our
computer search has not find any such a pair with at most 7 vertices.

4. What is the maximum value of ℵmax(λ,G) among the connected graphs G of or-
der n? Clearly, it is bounded by |X|, and according to [6, Theorem 5.3.1], |X|
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cannot exceed
(
t
2

)
where t (t ≥ 2) is the codimension of the eigenspace of λ. In

the previous section we have seen some examples of a comparatively large value of
ℵmax(λ,G). In fact, in each of these examples ℵmax(λ,G) attains |X|, but |X| does
not attain its upper bound. So, determining a sharp upper bound for ℵmax(λ,G)
sounds as an interesting research problem.

7 Appendix

In what follows we present the computation of the parameters, vertex degrees and induced
subgraphs of G and F referred in Remark 16 and Proposition 12.

7.1 The computations for the graph G depicted in Figure 2

Consider the 0-star X1 = {g6, g7},

AG =



g1 g2 g3 g4 g5 g6 g7

g1 0 1 0 0 0 0 0
g2 1 0 1 0 0 1 0
g3 0 1 0 1 1 1 0
g4 0 0 1 0 1 0 1
g5 0 0 1 1 0 1 1
g6 0 1 1 0 1 0 1
g7 0 0 0 1 1 1 0


and NG =



g6 g7

g1 0 0
g2 1 0
g3 1 0
g4 0 1
g5 1 1

.

We have

C−1
X1

=



g1 g2 g3 g4 g5

g1 −1/2 1 1/2 −1/2 −1/2
g2 1 0 0 0 0
g3 1/2 0 −1/2 1/2 1/2
g4 −1/2 0 1/2 −1/2 1/2
g5 −1/2 0 1/2 1/2 −1/2

 and C−1
X1
NG =



g6 g7

g1 1 −1
g2 0 0
g3 0 1
g4 1 0
g5 0 0

.
Here is a sequence of simplex tableaux obtained by pivoting in the one defined by X1

(X1). Each pivoting element appears marked by a framebox.

X1

X1 C−1
X1
N

jᵀ
X1
C−1
X1
NG − jᵀX1

=

g6 g7
g1 1 -1
g2 0 0
g3 0 1
g4 1 0
g5 0 0

1 -1

→

g1 g7
g6 1 -1
g2 0 0
g3 0 1

g4 -1 1
g5 0 0

-1 0
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Table 1: Computation of invariants for the main 0-star sets of G

X1 X2 X3 X4 X5 X6 X7 X8 main degree non-main degree

g1 1 1 1 1 4 0
g2 0 0
g3 1 1 -1 2 1
g4 1 1 -1 2 1
g5 0 0
g6 1 -1 1 2 1
g7 1 -1 1 2 1

→

g4 g7
g6 1 0
g2 0 0

g3 0 1
g1 -1 -1
g5 0 0

-1 -1

→

g4 g3
g6 1 0
g2 0 0
g7 0 1

g1 -1 1
g5 0 0

-1 1

→

g4 g1
g6 1 0
g2 0 0
g7 1 -1
g3 -1 1
g5 0 0

0 -1

→

g6 g1
g4 1 0
g2 0 0
g7 -1 -1

g3 1 1
g5 0 0

0 -1

→

g6 g3
g4 1 0
g2 0 0
g7 0 1

g1 1 1
g5 0 0

1 1

→

g1 g3
g4 -1 -1
g2 0 0
g7 0 1
g6 1 1
g5 0 0

-1 0

.

It follows that the 0-star sets of G are the vertex subsets X1 = {g6, g7} (with
main(X1) = X1), X2 = {g1, g7} (main(X2) = {g1}), X3 = {g4, g7} (main(X3) = X3),
X4 = {g3, g4} (main(X4) = X4), X5 = {g4, g1} (main(X5) = {g1}), X6 = {g1, g6}
(main(X6) = {g1}), X7 = {g3, g6} (main(X7) = X7) and X8 = {g1, g3} (main(X8) =
{g1}). Table1 summarizes the elements of each 0-star set and gives the main and non-

main degrees. Each entry (gi, Xj) is equal to

{
1 if gi ∈ main(Xj),
−1 if gi /∈ main(Xj).

Using the obtained data we obtain the following parameters where the itemization
refers to that of Proposition 12.

(a) |SS(0, G)| = 8;

(b) ℵmax(0, G) = 2 and ℵmin(0, G) = 1;

(c) |{X ∈ SS(0, G) : |main(X)| = 1}| = 4 and |{X ∈ SS(0, G) : |main(X)| = 2}| = 4;

(d) δ(0+, G) = 0 and ∆(0+, G) = 4;

(e) δ(0−, G) = 0 and ∆(0−, G) = 1;

17



(f)

|{v ∈ V (G) : d(0+,G)(v) = 0}| = 2,

|{v ∈ V (G) : d(0+,G)(v) = 1}| = 0,

|{v ∈ V (G) : d(0+,G)(v) = 2}| = 4,

|{v ∈ V (G) : d(0+,G)(v) = 3}| = 0,

|{v ∈ V (G) : d(0+,G)(v) = 4}| = 1;

(g)

|{v ∈ V (G) : d(0−,G)(v) = 0}| = 3,

|{v ∈ V (G) : d(0−,G)(v) = 1}| = 4;

(h) Let V +
d and V −d be, respectively, the subsets of vertices with 0-main degree and

0-non-main degree equal to d.

1. V +
0 = {g2, g5} is an independent set; dG(g2) = 3 and dG(g5) = 4.

2. V +
2 = {g3, g4, g6, g7}; the induced subgraph G[V +

2 ] is isomorphic to the cycle
C4; dG(g3) = dG(g6) = 4 and dG(g4) = dG(g7) = 3.

3. V +
4 = {g1}; dG(g1) = 1.

4. V −0 = {g1, g2, g5}; the induced subgraph G[V −0 ] is isomorphic to K1 ∪ K2;
dG(g1) = 1, dG(g2) = 3 and dG(g5) = 4.

5. V −1 = V +
2 .

7.2 The computations for the graph F depicted in Figure 3

Consider the 0-star set of Y1 = {f4, f7},

AF =



f1 f2 f3 f4 f5 f6 f7

f1 0 1 0 1 1 1 0
f2 1 0 1 0 0 0 0
f3 0 1 0 1 0 0 0
f4 1 0 1 0 1 1 0
f5 1 0 0 1 0 1 1
f6 1 0 0 1 1 0 1
f7 0 0 0 0 1 1 0


and NF =



f4 f7

f1 1 0
f2 0 0
f3 1 0
f5 1 1
f6 1 1

.

As before, we get

C−1
Y 1

=



f1 f2 f3 f5 f6

f1 −1/2 0 1/2 1/2 1/2
f2 0 0 1 0 0
f3 1/2 1 −1/2 −1/2 −1/2
f5 1/2 0 −1/2 −1/2 1/2
f6 1/2 0 −1/2 1/2 −1/2

, C−1
Y 1
NF =



f4 f7

f1 1 1
f2 1 0
f3 −1 −1
f5 0 0
f6 0 0
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Table 2: Computation of invariants for the main 0-star sets of F

Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 main degree non-main degree

f1 -1 1 1 2 1
f2 -1 1 1 2 1
f3 -1 1 1 2 1
f4 -1 1 1 2 1
f5 0 0
f6 0 0
f7 1 1 1 1 4 0

and

Y1
Y1 C−1

Y 1
N

jᵀ
Y 1
C−1
Y 1
NF − jᵀY1

=

f4 f7
f1 1 1
f2 1 0

f3 -1 -1
f5 0 0
f6 0 0

0 -1

→

f3 f7
f1 1 0

f2 1 -1
f4 -1 1
f5 0 0
f6 0 0

0 -1

→

f2 f7
f1 -1 1
f3 1 -1
f4 1 0
f5 0 0
f6 0 0

0 -1

→

f1 f7
f2 -1 -1
f3 1 0

f4 1 1
f5 0 0
f6 0 0

0 -1

→

f1 f4
f2 0 1

f3 1 0
f7 1 1
f5 0 0
f6 0 0

1 1

→

f3 f4
f2 0 1
f1 1 0
f7 -1 1
f5 0 0
f6 0 0

-1 1

→

f3 f2
f4 0 1

f1 1 0
f7 -1 -1
f5 0 0
f6 0 0

-1 -1

→

f1 f2
f4 0 1
f3 1 0
f7 1 -1
f5 0 0
f6 0 0

1 -1

.

It follows that the 0-star sets of F are the vertex subsets Y1 = {f4, f7} (with main(Y1) =
{f7}), Y2 = {f3, f7} (main(Y2) = {f7}), Y3 = {f2, f7} (main(Y3) = {f7}), Y4 = {f1, f7}
(main(Y4) = {f7}), Y5 = {f1, f4} (main(Y5) = Y5), Y6 = {f3, f4} (main(Y6) = Y6),
Y7 = {f2, f3} (main(Y7) = Y7) and Y8 = {f1, f2} (main(Y8) = Y8). As before, Table 2
summarizes the elements of each 0-star set and gives the main and non-main degrees.

Further, we obtain the following.

(a) |SS(0, F )| = 8;

(b) ℵmax(0, F ) = 2 and ℵmin(0, F ) = 1;

(c) |{X ∈ SS(0, F ) : |main(X)| = 1}| = 4 and |{X ∈ SS(0, F ) : |main(X)| = 2}| = 4;
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(d) δ(0+, F ) = 0 and ∆(0+, F ) = 4;

(e) δ(0−, F ) = 0 and ∆(0−, F ) = 1;

(f)

|{v ∈ V (F ) : d(0+,F )(v) = 0}| = 2,

|{v ∈ V (F ) : d(0+,F )(v) = 1}| = 0,

|{v ∈ V (F ) : d(0+,F )(v) = 2}| = 4,

|{v ∈ V (F ) : d(0+,F )(v) = 3}| = 0,

|{v ∈ V (F ) : d(0+,F )(v) = 4}| = 1;

(g)

|{v ∈ V (F ) : d(0−,G)(v) = 0}| = 3,

|{v ∈ V (F ) : d(0−,G)(v) = 1}| = 4;

(h) Let V +
d and V −d be, respectively, the subsets of vertices with 0-main degree and

0-non-main degree equal to d.

1. V +
0 = {f5, f6} is an independent set; dF (f5) = dF (f6) = 4.

2. V +
2 = {f1, f2, f3, f4}; the induced subgraph F [V +

2 ] is isomorphic to the cycle
C4; dF (f1) = dF (f4) = 4 and dF (f2) = dF (f3) = 2.

3. V +
4 = {f7}; dF (f7) = 2.

4. V −0 = {f5, f6, f7}; the induced subgraph F [V −0 ] is isomorphic to the complete
graph K3; dF (f5) = dF (f6) = 4 and dF (f7) = 2.

5. V −1 = V +
2 .

7.3 A comparison between G and F

The condition (h) of Proposition 12 fails to hold for G and F in the lists of vertex degrees
obtained in items 1–4 of (h) and also for the induced subgraphs obtained in the item 4.
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