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In a recent paper, Bourchard et al. [1] proposed the block sum transfor-

mation, a method intended as an alternative to the discrete Fourier transform

(DFT), with application to the analysis of excited vibrations of linear sys-

tems. In this note, we mention the existence of a number of alternative

algorithms for the computation of the DFT, and show that the block sum

transformation is equivalent to one of these algorithms.

Direct implementation of the DFT in Cn is equivalent to the computation

of

x̂i =
1√
n

n−1∑

k=0

xke
−j2πki/n, (1)

for i = 0, 1, . . . , n−1, and requires about n complex multiplications/additions

for each desired sample x̂i of the DFT of the xk. In vector notation, x̂ = Fx,

where F is the (unitary) n× n Fourier matrix, x is the n-dimensional time-

domain vector, and x̂ is the DFT of x.

The block sum transformation proposed in [1] allows the computation of

a subset of the samples x̂i of the DFT, but uses the m-dimensional vector y

defined by

yv =
a−1∑

u=0

xum+v
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instead of the n-dimensional vector x. Here, v ranges over 0, 1, . . . ,m − 1

and n = ma, with a > 1.

Since m < n, the advantages of the proposed method relatively to direct

DFT computation using (1) include reduced computation time and storage

requirements.

A number of alternative algorithms for the computation of the DFT do

exist, including Goertzel algorithm [2], and Boncelet algorithm, originally

proposed by Boncelet [3]. These algorithms allow the computation of the

DFT of a n-dimensional data vector more efficiently than possible using (1).

However, the number of arithmetic operations required to compute one DFT

coefficient using these methods is still roughly proportional to n.

This number can be drastically reduced if the so-called fast Fourier trans-

form (FFT) algorithms are used. For a description of the FFT algorithm see,

for example, [2]. The FFT algorithm seems to be much older than originally

anticipated, since it may go back to Gauss [4]. Although it cannot be said

that the FFT is the unique choice for fast computation of the DFT, it is

fair to say that it is the most popular. The total number of arithmetic op-

erations necessary to find x̂ from x is proportional to n log2 n, a remarkable

improvement over the algorithms mentioned, whose arithmetic complexity

grows quadratically.

If only a small number m of samples x̂i are required, the FFT algorithm

may not be the best choice. Although pruning techniques do exist [5, 6, 7],

for sufficiently small m the simpler quadratic algorithms start to become

attractive alternatives. We have used these algorithms occasionally, under

these circumstances, with good results. Also, for narrow-band signals, a

direct decimation technique exists [8].

The block sum transformation can be found in a work of Boncelet [3],

who described two simple algorithms to cut down the number of arithmetic

operations necessary to compute the DFT of a vector x ∈ Cn. His first

algorithm is based on the following observation. Let n = ma, with a 6= 1.

Setting i = `a and k = um+ v in (1), one obtains

x̂`a =
1√
n

n−1∑

k=0

xke
−j2πk`/m
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=
1√
n

m−1∑

v=0

a−1∑

u=0

xum+ve
−j2π(um+v)`/m

=
1√
n

m−1∑

v=0

[
a−1∑

u=0

xum+v

]
e−j2πv`/m

=
1√
n

m−1∑

v=0

yve
−j2πv`/m.

Clearly, this is equivalent to the block sum transformation proposed by Bour-

chard et al. [1].

Using the second Boncelet algorithm, which can be applied whenever n

is a multiple of 4, this transformation could be further improved from the

computational point of view. For details, see [3].
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