
IEEE SIGNAL PROCESSING LETTERS, VOL. 7, NO. 3, MARCH 2000 57

Stability Issues in Error Control Coding in the
Complex Field, Interpolation, and Frame Bounds

Paulo J. S. G. Ferreira

Abstract—We give bounds for the eigenvalues and condition
number of a matrix, with applications to error control coding in
the complex field, spectrum analysis, the missing data problem,
interpolation, and the determination of discrete finite frame
bounds.

Index Terms—Condition number, eigenvalues, error control
coding, frame bounds, frames, interpolation, numerical stability,
real codes.

I. STATEMENT OF THE PROBLEM

A LL SIGNALS considered here are vectors , with
components or samples denoted by . Periodic exten-

sion is tacitly assumed. Consider the function

(1)

a set of distinct integers , , and the matrices

(2)

and . The problem addressed is the following.

Problem A: To obtain bounds for the eigenvalues and
(spectral) condition number , under the hypothesis that the

satisfy

for some integer (subtractions mod , and ,
with ). It will also be assumed that there is a maximum
separation of , that is, .

The mod subtractions are a natural consequence of the
periodicity of the signals.

II. M OTIVATION AND APPLICATIONS

The matrix occurs in several problems, some of
which are mentioned below. Understanding its conditioning is
important in practice, when instead of solving , one is
forced to solve
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the relative error satisfying [1]

The condition number is therefore crucial for the estima-
tion of the relative error.

Note that is a submatrix of the ideal low-pass
matrix that preserves harmonics out of ( has

eigenvalues , and eigenvalues
). Therefore, by the interlacing inequalities [1], one has

.
When , becomes nonsingular, indepen-

dently of the [2], but its conditioning ranges from excellent
to extremely poor and critically depends on the. Experimen-
tally, it can be verified that increasing the separation between
the improves the conditioning. Studying the problem formu-
lated above leads to a better understanding of this behavior.

When the are consecutive integers mod(and so ),
the asymptotic equivalence of to the prolate matrix can be
combined with results that go back to Slepian [3] and Grenander
and Szegö [4] to quantify its ill-conditioning. The prolate ma-
trix has even been proposed as a good test matrix for numerical
algorithms [5]. Our interest in the case is due to the fol-
lowing factors.

• Consider the signals , .
Can any band-limited to harmonics be
written as a linear combination of the translates ?
Do they form a discrete finite frame for this subspace of
band-limited signals? What are the frame bounds? Since

, , the form a frame with
bounds and if

But

where , otherwise . Thus, and can
be found from the singular values of or equivalently,
the eigenvalues of or . The observation that

is either zero or leads back
to Problem A.

• Equations involving or closely related matrices occur
in the estimation of missing samples, interleaving fac-
tors, and relaxation constants for iterative reconstruction
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methods, as described in [2] and [6]. Our results gener-
alize those in [6] and [7], where the are multiples of the
same integer.

• In a cyclic block code implemented with the FFT, the
DFT of a message of samples is padded with

samples, leading to a low-pass signal of
samples. Theoretically, up to era-

sures at can be corrected (in the time or frequency
domain [8]). The matrix of the time domain equations is
exactly . The problem may be ill-conditioned, even for
very small blocks. The present results show how the condi-
tion number varies as a function of the and there-
fore, the extent to which the solution is affected by errors
in the data as a function of the error pattern, , and .

• The difficulty of estimating the parameters of a harmonic
signal with frequencies proportional tofrom a subset of
its samples increases as the minimum separation between
the frequencies decreases. Our results quantify the numer-
ical difficulty as a function of the minimum frequency sep-
aration. For a discussion of the connections between this
problem, algorithm-based fault-tolerant computing, and
other topics, see [9].

• BCH or Reed–Solomon codes over the complex field [10]
have been claimed as advantageous for wireless channels
[11]. However, the stability issue has not been studied.
Such study can be based on the results given here.

III. RESULTS

The Geřsgorin discs associated with the matrixare the sets

where

These discs are not useful, becauseis not diagonally domi-
nant. The numbers do not decrease sufficiently fast with

(there are abrupt changes in its IDFT , which is of rect-
angular shape). To solve this difficulty, consider

where and are given positive integers (such that
). The ( ) are proportional to the

DFT of the discrete even-trapezoidal signal that vanishes
for , satisfies for , and decreases
linearly from unity at down to zero at . Note that

has rectangular shape for , that is, reduces to
(1).

We will need the following two additional signals:

(3)

and

(4)

for some , which satisfy

(5)

We associate with and , the matrices

The matrices , , and are symmetric, and their extreme
eigenvalues are the extreme values of the associated quadratic
forms over the unit ball. Equation (5) shows that they are non-
negative definite and that they satisfy

(6)

whereas their eigenvalues satisfy

(7)

The condition number of is given by

The bounds

(8)

(9)

lead to

(10)

We will need the following upper bound on the radius of the
Geřsgorin disc of the matrix that corresponds to
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Noting that

combining (3) with (8), and (4) with (9), leads to

The upper bound is minimized (and the lower bound maxi-
mized) when

At least one of the integers closest towill yield the tightest
bound. The exact value of leads to the approximation

for the interval containing the eigenvalues.
The bound for the condition number is independent of the

matrix order and follows from (10). It confirms that increasing

leads to more stable problems. The result can be applied as
described in Section II.
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