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a b s t r a c t

Remote Collaboration mediated by Mixed and Augmented Reality (MR/AR) shows great potential in
scenarios where physically distributed collaborators need to establish a common ground to achieve
a shared goal. So far, most research efforts have been devoted to creating the enabling technology,
overcoming engineering hurdles and proposing methods to support its design and development.
To contribute to more in-depth knowledge on how remote collaboration occurs through these
technologies, it is paramount to understand where the field stands and how characterization and
evaluation have been conducted. In this vein, this work reports the results of a literature review
which shows that evaluation is frequently performed in ad-hoc manners, i.e., disregarding adapting
the evaluation methods to collaborative AR. Most studies rely on single-user methods, which are not
suitable for collaborative solutions, falling short of retrieving the necessary amount of contextualized
data for more comprehensive evaluations. This suggests minimal support of existing frameworks and
a lack of theories and guidelines to guide the characterization of the collaborative process using AR.
Then, a critical analysis is presented in which we discuss the maturity of the field and a roadmap of
important research actions is proposed, that may help address how to improve the characterization and
evaluation of the collaboration process moving forward and, in consequence, improve MR/AR based
remote collaboration.

© 2021 Elsevier Ltd. All rights reserved.
1. Introduction

Collaboration is essential in many situations, as is the case of
ndustrial, medical, and educational domains, among others [1–4]
nd can be described as the process of joint and interdependent
ctivities between co-located or remote collaborators performed
o achieve a common goal [5–9].

Collaboration scenarios have evolved from simple co-located
cenarios to more complex remote collaboration, encompassing
everal team members with different experiences, expertise’s and
ultidisciplinary backgrounds distributed by different geographic

ocations around the world. Therefore, the methods required to
ddress such activities have been growing in terms of scale,
omplexity, and interdisciplinarity, entailing not only the mastery
f multiple domains of knowledge, but also a strong level of
roficiency in each [3,4,10].
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Remote collaboration, implies that collaborators establish a
joint effort to align and integrate their activities in a seam-
less manner. Technological support for remote collaboration has
been addressed among other fields by Computer-Supported Co-
operative Work (CSCW), focusing on conceptualizing, designing,
and prototyping solutions for communication, cooperation, assis-
tance, training, learning as well as knowledge sharing between
distributed collaborators.

One major issue of remote collaboration is the fact that col-
laborators do not share a common space/world, reason for the
interest in using Augmented Reality (AR) in this context [11–15].
Collaboration using AR helps distributed collaborators establish a
common ground, analogous to their understanding of the phys-
ical space, allowing to inform where to act, and what to do,
e.g., making assumptions and beliefs visible by providing real-
time spatial information, highlighting specific areas of interest,
or sharing situated information associated with relevant objects
in the on-site physical environment [16–20]. Remote AR-based
solutions are well suited for overlaying responsive computer-
generated information on top of the real-world environment,
resulting in the creation of solutions that combine the advantages
of virtual environments and the possibility for seamless interac-

tion with the real-world objects and other collaborators [6,15,
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7,19,21–24]. A number of studies have focused on the use of
irtual annotations to augment the shared understanding, using
rawings, pointers, gaze, hand gestures and others on 2D images
r live video streams [3,6,9,14,22,25]. As an alternative, recent
tudies started to explore the use of virtual replicas [26–28], as
ell as reconstructions of the physical environment [29,30], al-
hough these required the existence of 3D models and additional
ardware, which may limit their adoption in some scenarios
f application. Using such approaches to enhance the common
round can improve efficiency and accuracy of the performed
asks by enhancing the perception of the shared understanding
6,22,24,31,32], as well as collaboration times, knowledge reten-
ion, increased problem context and awareness [16,17,33–35].

While creating the means to support collaboration clearly
otivated early research, advances in AR have been limited by
ew technical developments, which means most of the research
fforts, so far, have been focused on creating the enabling tech-
ology and propose novel methods to support its design and
evelopment [14,36,37]. On the other hand, with the growing
evelopment of CSCW, the evaluation of these solutions during
he collaborative effort become an essential, but difficult en-
eavor [31,38,39], given the novelty of the field and the lack of
ethods and theories [14,25] to guide the characterization of the
ollaborative process, i.e., describe the contributions of AR to the
ollaborative work effort. In addition, scenarios of remote collab-
ration are multifaceted [40], which means many aspects may
ffect the way teams collaborate, making it difficult to identify
ll variables related to the collaborative process. Therefore, the
ntegration of proper characterization and evaluation methods
nd guidelines is of paramount importance.
In this paper, we analyze the subject of remote collaboration

upported by AR through a systematic review and investigate
ow characterization and evaluation of the collaborative process
as been conducted during user studies to better understand
heir specificities, rather than focusing on the development of
echnology itself. In this context, we analyzed existing surveys
hat addressed collaborative user studies and evaluation in their
eviews. Plus, we performed a literature review from 2000 to
020 to provide a high-level overview of the field, allowing
dentification of strengths and weaknesses of existing methods.
ased on the analyzes, we describe the challenges involved with
valuating these solutions and critically analyze the state of the
ield. As a result, a possible roadmap is proposed to facilitate and
licit characterization of the collaboration process using AR-based
olutions, so that research and development can move forward
nd focus on the nuances of supporting collaboration, i.e., fo-
us squarely on the human concerns that underlie collaboration,
ather than creating the enabling technology that makes remote
ollaboration mediated by AR possible.
The rest of the paper is organized as follows: Section 2 presents

n overview based on survey papers to update, complement
nd fill gaps on the current information on the state-of-the-
rt. Next, Section 3 details the methodology adopted to conduct
ur literature review and describes a high-level overview of the
eviewed papers. Then, Section 4 provides a critical analysis in
hich we discuss the challenges associated to the characteri-
ation and evaluation of the collaborative process. Afterwards,
ection 5 propose a roadmap to address these challenges. Finally,
ection 6 concludes by summarizing the main outcomes.

. Related work on user evaluation in collaborative AR

This section identifies and analyzes existing survey papers
hat cover relevant evaluation details, which are summarized in
able 1. Our goal was to understand how evaluation has been
onducted in collaborative scenarios, allowing to compare and
620
contrast different methods, as well as identify opportunities and
limitations associated to the characterization of the collaborative
process. From the list of prior surveys, the first six entries are
rather general in scope, although the review of collaborative
AR papers is also mentioned, despite being only a portion of
the results reported [6,12,29,41–43]. While this is the case, the
two last entries of the list [14,25] focus entirely on the subject
of Collaborative AR and MR, including co-located and remote
examples. Although these surveys primarily focused on the de-
velopment of collaborative AR technology itself, some important
outcomes regarding evaluation are also reported, as described
below in detail. Besides, another publication [7] was considered
in this analysis, that even though not strictly a survey, includes
important information regarding evaluation of collaborative work
in the context being addressed.

2.1. Previous surveys including user evaluation information

Duenser et al. (2008) reported on user evaluation techniques
used in AR research. Then, studies that evaluate collaboration be-
tween users using AR were quite underrepresented: from a total
of 161 publications included in the survey, only 10 addressed
collaborative AR. Besides reporting that 8 papers were formal and
2 informal user evaluation, the survey does not present further
detail on the collaborative studies [41].

In addition, Zhou et al. (2008) presented one of the first
overviews of the research conducted until that moment at the
ISMAR conference and its predecessors. Although the research
focus was on AR technologies, it also pointed out the significance
of usability evaluation. The authors reported that a small number
of collaborative AR prototypes were starting to emerge, but few
had been evaluated in formal user studies. The authors also
highlighted how the role of different displays would affect col-
laboration in the future and how the location of the task affected
user behaviors in terms of verbal and non-verbal communication.
Since collaboration and evaluation were not one of the focus of
the survey, no further detail was provided [42].

In the same way, Bai et al. (2012) conducted an analytic
review on usability evaluation at ISMAR. The authors suggested
that while the design of usable systems were the main focus of
collaborative AR research to that point, an increase in evaluation
research was emerging. They also stated that measurements of
particular interest in collaborative AR systems may include ex-
plicit communication (e.g., spoken and gestural messages), ease
of collaboration and information gathering (e.g., basic awareness,
eye gaze). The authors also reported that subjective answers may
be collected via questionnaire and that direct observation was
used to extract objective results. Moreover, signs of discomfort
and enjoyment during collaboration were also taken into account
by researchers [29].

Billinghurst et al. (2015) published a survey on AR, in which
almost 50 years of research and development in the field were
summarized.

The authors state that in Collaborative AR studies, besides the
standard subjective measures, process measures may be more im-
portant than quantitative outcome measures. Process measures
are typically gathered by transcribing interaction between users,
like speech or gestures and performing a conversational analy-
sis. Measures that have been found to be significantly relevant
include: frequency of conversational turns, duration of overlap-
ping speech, number of questions, number of interruptions, turn
completions and dialog length, among others. Besides, gesture
and non-verbal behaviors can also be analyzed for characteristic
features. The survey acknowledges that there have been very few
user studies with collaborative AR environments and almost none
that examined communication process measures [12].
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Table 1
Summary of evaluation surveys addressing Collaborative Augmented Reality (2008–2019).
Year & Authors Pub. # Pubs.

analyzed
Aspects of
Collaboration

Main outcomes

2008 - Duenser
et al.

[41] 10 n/a Studies that evaluated collaboration between users using AR
were quite underrepresented. Only 10 papers were reported,
which were divided according to the study type in formal
and informal studies.

2008 - Zhou
et al.

[42] not specified n/a A small number of examples of collaborative AR prototypes
were starting to emerge, but few had been evaluated in
formal user studies.

2012 - Bai et al. [29] 9 Communication,
Awareness

An increase in measurements of particular interest in AR
collaborative systems included explicit communication (e.g.,
spoken and gestural messages), ease of collaboration and
information gathering (basic awareness, eye gaze).

2015 -
Billinghurst et al.

[12] not specified Communication Besides the standard subjective measures, process measures
may be more important than quantitative outcome
measures. Process measures are typically gathered by
transcribing interaction between users, like speech or
gestures and performing a conversational analysis. In this
context, very few studies have examined communication
process measures.

2018 - Kim et al. [6] not specified n/a A reduce but increasing number of publications explicitly
focused on ways to improve collaboration using AR. A
mixture of qualitative and quantitative experimental
measures were used, such as performance time and accuracy
(quantitative), and subjective questionnaires (qualitative).

2018 - Dey et al. [43] 12 n/a Need to conduct more user studies regarding collaboration
using AR, more use of field studies, and the use of a wider
range of evaluation methods. There is an urge to improve
the reporting quality of user studies, and education of
researchers on how to conduct good AR user studies.

2019 - Ens et al. [14] 110 Time,
Space,
Symmetry,
Artificiality,
Focus,
Scenario

Review of the history of collaborative MR systems, and
investigation on how common taxonomies and frameworks
in CSCW and MR research could be applied to such systems.
The authors emphasize that MR systems have been facing
significant engineering hurdles and have only recently
started to mature to focused on the nuances of supporting
collaboration.

2019 - Belen
et al.

[25] 259 Task,
Awareness,
Presence,
Social factors

A total of 112 papers studied how MR affects the sense of
presence and the perception of social awareness, situational
awareness and task awareness during collaboration. A
considerable amount of research studied how collaboration
reduces cognitive workload through MR environments. 55
papers were categorized under user perception and cognition
studies.
Then again, Kim et al. (2018) revisited the trends presented
t ISMAR conferences. According to their review, user evalua-
ion and feedback has become one of the main categories for
esearch presented at ISMAR, with 16.4% of publications reporting
valuation being conducted, showing a significant increase when
ompared to Zhou et al. 5.8% [42]. The authors extended Zhou
t al. list of emerging research, including interactive collabora-
ive systems for multiple remote or co-located users. A mix-
ure of qualitative and quantitative experimental measures were
sed in studies that addressed collaboration, such as performance
ime and accuracy (quantitative), and subjective questionnaires
qualitative) [6].

Dey et al. (2018) conducted a systematic review of AR usability
tudies. A total of 291 papers have been reviewed. Among other
hings, over the years, there were few collaborative user stud-
es, mostly directed towards remote collaboration. The authors
eported 12 papers, in a total of 15 studies associated to the
ollaboration application area. One noticeable feature was the fact
hat there were no pilot studies reported, which is an area for
otential improvement. Also, a reduced number (3 out of 15) of
ield studies was reported and all except one were performed
ndoors. Furthermore, a within-subjects design was used by 14
ut of 15 studies, since these require fewer participants to achieve
dequate statistical significance, with only 12 participants being
621
recruited per study. Besides, roughly one-third of the partici-
pants were females in all studies. Hence, participant populations
are dominated by mostly young, educated, male participants,
suggesting that the field could benefit from more diversity. A
majority of the studies, 8 out of 15 collected both objective (quan-
titative) and subjective (qualitative) data, while 5 studies were
only based on subjective data, and 2 studies were based on only
objective data. Aside from subjective feedback or ratings, task
completion time and error/accuracy were also extensively used.
Curiously, the NASA TLX was only used by one study. This analysis
suggest the need of more user studies regarding collaboration
using AR, particularly more field studies, and the use of a wider
range of evaluation methods [43].

Although not strictly a survey, Kim et al. (2018) proposed a
questionnaire including aspects regarding overall collaboration,
namely the level of enjoyment and mental stress in communi-
cation with the partner, and whether collaboration was effective
or not [7]. Moreover, the questionnaire included questions about
who (presence of others — users’ feeling of togetherness with the
collaborating partner), what (users’ activities — effectiveness in
sending and receiving messages) and where (location of activities
— whether seeing work space properly and asking the level of
having a same focus with a partner). The questionnaire was based
on previous work by Gutwin and Greenberg (1999), which sug-

gested three types of experimental measurements are necessary
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o assess collaboration: product, process, and satisfaction. Product
easures focus on assessing collaboration outcomes in terms
f efficiency (e.g., task completion time) or quality (e.g., accu-
acy). Process measures assess user communication and patterns
f collaboration and can be obtained by system log data, ob-
ervation, and video/audio analysis. Satisfaction measures are
dequate to assess participants’ subjective opinions on the quality
f their collaboration and can be collected through interviews and
uestionnaires [44].
More recently, Ens et al. (2019) revisited collaboration through

R. A total of 110 papers employing MR technology and mo-
ivated by challenges in collaborative scenarios was reviewed,
howing a rise in the number of papers published from 2012 and
nward. The authors emphasize that MR systems have been fac-
ng significant engineering hurdles, being limited by the contem-
orary capabilities of technology, and have only recently started
o mature to the point where researchers can focus squarely on
he human concerns that underlie communication and collabo-
ation, instead of focusing on creating the enabling technology.
he vast majority of papers analyzed (106, or 95%) focused on
ynchronous collaboration. Moreover, 30 papers (27%) worked on
co-located setting, while 75 papers (68%) worked on a remote
etting, and 6 papers (5%) support both settings. In the early
ears (up to 2005), most research addressed co-located work.
hen, the paradigm changed, and from 2006 forward most work
ackled remote collaboration. In addition, 45 papers (41%) focus
n symmetric collaboration, while 63 (57%) on asymmetric, and 2
2%) supported both types. The review states that existing meth-
ds are not sufficient to characterize how collaboration occurs.
inally, it also emphasizes the need to deepen the understanding
f collaborative work through more user studies [14].
Finally, Belen et al. (2019) performed a systematic review of

he current state of collaborative MR technologies published from
013 to 2018. A total of 259 papers have been classified based
n their application areas, types of display devices used, collabo-
ation setups, user interaction and experience aspects. Regarding
he collaboration setups used, 129 papers (50%) report works that
sed a remote setup, 103 papers (40%) used a collocated setup,
nd 27 (10%) used both settings. The type of user interaction
nd user experience were categorized, resulting in 55 papers
ategorized under user perception and cognition studies, which
im to lessen cognitive workload for task understanding and
ompletion time and increase users’ perceptual (e.g., situational,
ocial, and task) awareness and presence. Besides, a total of 112
apers studied how MR affects the sense of presence and the
erception of social awareness, situational awareness and task
wareness during collaboration. There was also a considerable
mount of research on how collaboration reduces cognitive work-
oad through MR environments. This review also showed that
ser interaction in a collaborative MR environment is an essential
opic that requires further investigation [25].

.2. Summary

Research is evolving from solving technical issues using AR
nd MR, towards more meaningful studies on collaboration. We
ere able to understand that evaluation is frequently done using
ingle-user methods, which are not always applicable to group-
are collaborative solutions. To clarify, by single-user methods,
e are referring to the methodologies used in the collaborative
tudies. For example, focusing more on technological aspects of
he solution being used than in the collaborative process; includ-
ng tasks with low complexity that do not elicit real collaboration
mong participants; using only performance measures like task
ompletion time and error/accuracy data, while other important
imensions are ignored; collecting participant data based only on
622
standard practices with fixed answers, applying scales, question-
naires (e.g., System Usability Scale (SUS), NASA Task Load Index
(TLX), among others), which are not thought for collaborative
scenarios, thus ignoring detail on crucial aspects of collaboration.

The majority of papers mentioned in the surveys informed
on the tasks, types of devices used (although not specific to
on-site or remote users), evaluation design, evaluation methods
and number of participants, but lack detail on the participants’
role, if participants knew each other previous to the study, their
previous experience with Virtual Reality (VR), AR or MR solutions,
description on the experimental context, among other factors of
collaboration. However, our review highlights some limitations
included in previous surveys, namely the absence of information
regarding specific characteristics of the collaborative context.

These characteristics are important since collaboration may
occur at many levels and depends on several factors that may
impact directly the collaborative outcomes [40]. Contextual in-
formation helps inform the conditions in which the collaborative
effort took place. Without comprehending the contextual infor-
mation, it becomes difficult to assess the important variables
related to the collaborative process, which means the results
and findings reported may be misleading or of limited value in
these scenarios, thus being an important subject to improve the
characterization of the collaborative process.

Hence, these aspects have an important impact on how the
studies must be prepared and how they were conducted, in-
fluencing situation understanding, team-members communica-
tion, task performance, and even how AR-based tools were used
among team-members, among others. Therefore, it is important
to conduct thorough collaborative studies, allowing to retrieve
the necessary amount of data for more comprehensive analy-
sis that helps provide a perspective on the different factors of
collaboration supported by AR.

To sum up, the use of AR-based multi-site solutions creates
challenges to the contextualization of the actions of each user and
the problems/barriers they may face. Therefore, having a grasp of
those aspects is paramount to ensure characterization is genuine.
By doing so, researchers may be able to better assess a wide
range of information, namely individual and team personalities,
motivations, performances, behaviors, who completed the tasks
and who provided instructions, how was the communication pro-
cess, details of the surrounding environments, as well as duration
and type of interactions with the collaborative technology, among
other aspects when analyzing data and establishing conclusions.

3. Method and overview of recent literature

To understand to what extent user evaluation is currently
being reported covering collaborative AR and Mixed Reality (MR)
research, we conducted an analysis of existing works through a
systematic review.

This section presents the research methods employed to carry
out the review process, which was divided into: the search,
i.e., describing how the collection of publications was performed
and the review, i.e., explaining the process employed to ensure
that the papers follow our review criterion.

What differentiates our review from other surveys described
in the previous section is the fact that we focus exclusively on
evaluation and user studies in remote scenarios mediated by
AR/MR to comprehend how the collaborative process has been
captured and reported, rather than addressing the technology
that made collaboration possible, which was the nucleus of the
two only surveys that dedicated their efforts to the subject of
Collaborative AR/MR, while the remaining ones are rather general
in application scenario, although also addressing more techno-
logical aspects of AR/MR. Besides, by identifying relevant aspects
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hat are missing from existing surveys regarding evaluation and
ser studies, we are able to include them in our analysis, leading
o a discussion in which we critically analyze the field in light
f the BRETAM model, thus providing a clearer understanding of
ow the characterization of the collaborative process has been
chieved, which lead to the proposal of a roadmap of relevant
esearch topics, aiming to help the community move the field
orward.

.1. Augmented reality vs mixed reality

While older papers used the term remote collaboration sup-
orted by AR, more recent efforts described in literature are
eginning to replace the term AR by MR. Next, we elaborate on
he meaning of MR, and why this sudden change has started
o emerge. Many researchers see MR as a synonym for AR [45].
ome consider MR a superset of AR, i.e., a real-world object can
nteract with a virtual one in real-time to assist individuals in
ractical scenarios [46–48]. Yet, others consider MR distinct from
R in the sense that MR enables walking into, and manipulating
scene, whereas AR does not, i.e., there is a separation of the

eal and virtual world content, which may lead to lower user
mmersion [49].

Although MR is increasingly gaining in popularity and rele-
ance, the research community is still far from a shared under-
tanding of what MR actually constitutes. Speicher et al. (2019)
ighlights that currently, there is no single definition for MR,
ince this concept can be considered different things for different
ndividuals. In their survey, six partially competing notions were
dentified based on literature analysis and experts’ responses.
evertheless, there is no universally agreed on, one-size-fits-all
efinition of MR. Moreover, the authors state that it is highly un-
ealistic to expect one single definition may appear in the future,
hich means discussions about MR become increasingly difficult.
herefore, it is extremely important to be clear and consistent in
erminology while communicating one’s understanding of MR in
rder to avoid confusion and ensure constructive discussion [45].
Among the most important applications of MR are collabo-

ative solutions, that may be used as decision-making tools for
aily life problems [14,49]. In this context, Speicher et al. (2019)
uggested that MR can be considered as a type of collaboration
hat describes the interaction between physically separated users
xploring AR and VR [45]. This definition includes mapping of
he environment of an on-site AR collaborator, i.e., capturing
ore dimensional information about the local scene, which is

econstructed in VR for the remote collaborator [45,50] and so
rovides unique capabilities to achieve a common goal, e.g., im-
roved communication cues for more efficient and easier col-
aboration [8,46,51,52]. Given the aforementioned panorama, we
ecided to include both terms in our analysis.

.2. Search process

Our review was made as inclusive as possible. We collected
apers from the Scopus database (since it covers most top jour-
als and conferences on Collaborative AR) using the search terms:

(‘‘Augmented Reality’’ OR ‘‘Mixed Reality’’)
AND
(‘‘Remote Collaboration’’ OR ‘‘Remote Cooperation’’ OR ‘‘Re-
mote Assistance’’ OR ‘‘Remote Guidance’’ OR ‘‘Distributed
Collaboration’’)
AND
(‘‘User Evaluation’’ OR ‘‘User Study’’ OR ‘‘User Experiment’’)
623
The search for the terms was made in the Title, Abstract, and
Keywords fields. All search results published in conferences and
journals between 2000 and 2020 were taken into consideration.
Only publications in the English language were considered as this
is the current ’lingua franca’ of the academic research.

3.3. Analysis process

We obtained a total of 64 publications. The search results
were analyzed individually to identify whether or not it sup-
ported evaluation of remote scenarios supported by solutions
using MR or AR. Only 42 publications satisfied the defined criteria.
We started by filtering the initial collection of publications to
meet our objectives. We removed articles that were incorrectly
selected in the search process (false positives) and identified
only those articles that included user evaluation. The reviews
of each paper focused on the following attributes (Tables 2 and
3): application areas and keywords; type of collaboration; type
of task; types of devices used (regarding on-site and remote
users); type of study; type of data collected; evaluation design;
evaluation methods; number of participants (number of female
participants); participant role; participants’ familiarity with each
other; previous experience with AR/VR/MR; experimental context
description; adaptation period provided; study average duration
(min); recording of audio and video.

3.4. Validity limitations

A considerable amount of effort was invested on the selection
and review process. Although the Scopus bibliographic database
has been used to cover a wide range of publication venues and
topics, there may be limitations with the described method.

The search terms used might be limiting, as other papers could
have used different keywords to describe ‘‘Remote Collaboration’’,
‘‘Augmented Reality’’, ‘‘Mixed Reality’’ or ‘‘Evaluation’’. Therefore,
it remains likely that there are papers which may have not been
included in this review.

3.5. Results

Next, a high-level overview of the reviewed papers is provided
(Tables 2 and 3), following a similar structure as the one used
by Dey et al. (2018) in their systematic review [43], which is
extended to include relevant aspects missing from the surveys
analyzed in the previous section, such as collaboration details,
task type, study type, data type, study design, evaluation meth-
ods, participants characteristics, experimental context, adaptation
period, and duration.

3.5.1. User studies categorization
The papers (Tables 2 and 3) have the following distribution

by application areas: assistance (25 papers, 59.5%); assembly (11
papers, 26.2%); co-design (3 papers, 7.1%); social presence (2
paper, 4.8%); education (1 paper, 2.4%), as presented in the orange
bubbles in Fig. 1.

Regarding the collaboration details, 30 papers (71.4%) explored
collaboration using a synchronous hierarchy approach, i.e., each
member has a specific function or expertise and all team mem-
bers are present and could act in real-time, while 11 papers
(26.2%) studied synchronous parallel approach, where all ele-
ments have the same level of expertise and could act in real time
and only 1 paper (2.4%) studied asynchronous parallel approach,
i.e., all elements have the same level of expertise in which collab-
oration would take place at different times, as shown in the dark
blue bubbles in Fig. 1.
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Table 2
Summary of User studies on Remote Collaboration using AR or MR — Part 1. Legend: S — Subjective; O — Objective; HHD — Handheld Device; HMD — Head Mounted Display.
ID Pub. Year Application area Collaboration details Task type Devices used (On-site User) Devices used (Remote User) Study type Data type Study design

1 [53] 2020 Assembly Hierarchy - Synchronous Lego Brick Assembly Projector, External Camera HMD, Hand Tracker Formal S Within-subjects
2 [54] 2020 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, Controllers, 360◦ camera HMD, Controllers Formal S Between-subjects
3 [55] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, 360◦ camera HMD, Controllers, Hand Tracker Formal O + S –
4 [56] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation,

Puzzle Assembly
See-through HMD, 360◦ camera HMD, Controllers Formal O + S –

5 [57] 2019 Assembly Hierarchy - Synchronous Lego Brick Assembly See-through HMD, Depth Sensors HMD, Hand Tracker Formal O + S Within-subjects
6 [58] 2019 Co-Design Parallel - Synchronous Navigation, Object Selection and Manipulation See-through HMD See-through HMD, Formal S Within-subjects
7 [59] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation,

Lego Brick Assembly
See-through HMD, 360◦ camera HMD, Hand Tracker Formal O + S –

8 [60] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, 360◦ camera HMD, Controllers Formal O + S –
9 [61] 2019 Social Presence Parallel - Synchronous Puzzle Assembly See-through HMD HMD, Controllers Formal S Within-subjects
10 [62] 2019 Assembly Hierarchy - Synchronous Lego Brick Assembly Projector, Camera HMD, Hand Tracker Formal O + S Within-subjects
11 [63] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, 360◦ camera HMD, Hand Tracker Formal O + S Within-subjects
12 [52] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, Hand Tracker HMD, Hand Tracker Formal O + S Between-subjects
13 [64] 2019 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, Hand Tracker See-through HMD, Hand Tracker Formal O + S Within-subjects
14 [6] 2018 Assembly Parallel - Synchronous Puzzle Assembly See-through HMD, External Camera Computer, Mouse and Keyboard Formal O + S Within-subjects
15 [65] 2018 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, 360◦ camera HMD, Hand Tracker Formal O + S Within-subjects
16 [66] 2018 Assembly Parallel - Synchronous Puzzle Assembly See-through HMD, External Camera Computer, Mouse and Keyboard Formal O + S Between-subjects
17 [67] 2018 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation HMD, Hand Tracker HMD, Hand Tracker Informal, Formal S Between-subjects
18 [22] 2018 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation HHD Computer, Mouse and Keyboard Formal O + S Between-subjects
19 [68] 2018 Assembly Hierarchy - Synchronous Puzzle Assembly See-through HMD, External Camera Computer, Hand Tracker Formal O + S Between-subjects
20 [69] 2018 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, External Camera Computer, Mouse and Keyboard Formal O + S Between-subjects
21 [70] 2018 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD HMD, Controllers Formal O + S Within-subjects
22 [71] 2018 Assistance Parallel - Synchronous Navigation, Object Selection and Manipulation HHD HHD Formal O + S –
23 [72] 2018 Assistance Parallel - Synchronous Navigation, Object Selection and Manipulation HMD, Controllers, Hand Tracker HMD, Controllers, Hand Tracker Formal O + S –
24 [73] 2018 Assembly Parallel - Synchronous Puzzle Assembly Projector, External Camera Computer, Gaze Tracker Informal, Formal O + S Within-subjects
25 [74] 2017 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, 360◦ camera HMD, Controllers, Hand Tracker Formal O + S –
26 [75] 2017 Assembly Hierarchy - Synchronous Puzzle Assembly See-through HMD, External Camera Computer, Gaze Tracker Formal S Between-subjects
27 [76] 2017 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, External Camera, Body Tracker Projector, Optitrack Capture Tracker Informal S Within-subjects
28 [77] 2016 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD, Hand Tracker HMD, Controllers Informal O + S Between-subjects
29 [78] 2015 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation,

Lego Brick Assembly
Projector, External Camera Computer, Mouse and Keyboard Informal, Formal O + S Within-subjects

30 [79] 2015 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD Computer, Mouse and Keyboard – O + S Between-subjects
31 [80] 2015 Assembly Parallel - Synchronous Puzzle Assembly See-through HMD, External Camera Computer, Mouse and Keyboard Formal O + S Between-subjects
32 [81] 2014 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation See-through HMD Computer, Mouse and Keyboard – O + S Between-subjects
33 [82] 2014 Assembly Parallel - Synchronous Puzzle Assembly HHD or See-through HMD Computer, Mouse and Keyboard Formal O + S Between-subjects
34 [83] 2014 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation HHD Computer with Touch screen Informal, Field S –
35 [84] 2014 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation HHD Computer, Mouse and Keyboard Informal, Field O + S Within-subjects
36 [85] 2013 Assembly Hierarchy - Synchronous Puzzle Assembly Monitor, External Camera HMD Formal O + S –
37 [86] 2013 Co-Design Parallel - Synchronous Navigation, Object Selection and Manipulation HHD HHD Formal O + S –
38 [87] 2012 Co-Design Parallel - Synchronous Navigation, Object Selection and Manipulation See-through HMD, External Camera See-through HMD, external camera Informal S Between-subjects
39 [88] 2012 Assistance Hierarchy - Synchronous Airplane Cockpit HHD Computer, Mouse and Keyboard Formal O + S Within-subjects
40 [89] 2007 Education Parallel - Asynchronous Navigation, Object Selection and Manipulation Computer, External Camera Computer, External Camera, Gaze Tracker Informal S Between-subjects
41 [90] 2006 Assistance Hierarchy - Synchronous Navigation, Object Selection and Manipulation HMD, External Tracker HMD, External Tracker Formal O –
42 [91] 2004 Social Presence Hierarchy - Synchronous Navigation, Object Selection and Manipulation Computer, Mouse and Keyboard Computer, Mouse and Keyboard Formal S Within-subjects
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Table 3
Summary of User studies in Remote Collaboration using AR or MR — Part 2.
ID Pub. Evaluation methods # Participants (#

Females)
Participant role Participants knew

each other
Previous
experience with
AR/VR/MR

Description
experimental
context

Adaptation period Duration (min) Recording audio
and video

1 [53] Questionnaires, Interview 34 (11) On-site or Remote Yes and No – – Yes 55 –
2 [54] Questionnaires, User Preference 40 (-) On-site or Remote – Yes Yes Yes 40 –
3 [55] Task Performance, Questionnaires, User Preference 32 (8) On-site or Remote – Yes – – – –
4 [56] Task Performance, Questionnaires, User Preference 10 (1) On-site or Remote – Yes Yes Yes – –
5 [57] Task Performance, Questionnaires, User Preference 10 (4) On-site or Remote – – – – – –
6 [58] Questionnaires, User Preference 8 (4) On-site or Remote – – Yes – 30 –
7 [59] Task Performance, Questionnaires, User Preference 14 (-) On-site – – Yes – 70 Yes
8 [60] Task Performance, Questionnaires, User Preference 24 (5) On-site – Yes Yes – 90 –
9 [61] Questionnaires, Interview 48 (24) On-site Yes Yes and No Yes – – –
10 [62] Task Performance, Questionnaires, User Preference 13 (5) On-site or Remote – No – Yes – –
11 [63] Task Performance, Questionnaires, User Preference 12 (3) On-site and Remote Yes Yes Yes – – –
12 [52] Task Performance, Questionnaires, Interview 32 (9) On-site and Remote Yes Yes and No Yes Yes 120 –
13 [64] Task Performance, Questionnaires 20 (5) On-site or Remote No – Yes Yes 35 –
14 [6] Task Performance, Questionnaires, User Preference 24 (7) On-site or Remote Yes – – – – Yes
15 [65] Task Performance, Questionnaires, User Preference 8 (2) On-site – Yes Yes Yes – –
16 [66] Questionnaires, Interview 24 (4) On-site or Remote Yes – Yes Yes – –
17 [67] Questionnaires, User Preference 38 (23) On-site or Remote – – Yes Yes 30 –
18 [22] Task Performance, Questionnaires 30 (4) On-site – – – – –
19 [68] Task Performance, Questionnaires, User Preference 10 (0) On-site – – – – – –
20 [69] Task Performance, Questionnaires, User Preference 8 (4) On-site or Remote – – Yes – 60 Yes
21 [70] Task Performance, Questionnaires, User Preference 16 (5) On-site or Remote – Yes – – – –
22 [71] Task Performance, Questionnaires, User Preference 40 (-) On-site or Remote – – Yes – – –
23 [72] Task Performance, Questionnaires, User Preference 28 (-) On-site and Remote – Yes – – – –
24 [73] Task Performance, Questionnaires, User Preference 24 (16) On-site or Remote – – Yes Yes – –
25 [74] Task Performance, Questionnaires, User Preference 8 (-) On-site and Remote – – – – – –
26 [75] Questionnaires, User Preference 8 (2) On-site or Remote Yes – – – – –
27 [76] Questionnaires, User Preference 8 (-) Remote – – – – – –
28 [77] Task Performance, Questionnaires 10 (-) On-site – – – – – –
29 [78] Task Performance, Questionnaires 13 (-) + 24 (-) On-site or Remote – – – – – –
30 [79] Task Performance, Questionnaires, User Preference 36 (15) On-site or Remote – – – – – Yes
31 [80] Task Performance, Questionnaires, Interview 24 (7) Remote – – Yes Yes 70 –
32 [81] Task Performance, Questionnaires, User Preference – Remote – – – – – Yes
33 [82] Task Performance, Questionnaires, User Preference 24 (7) On-site or Remote Yes – Yes Yes 90 –
34 [83] Questionnaires, User Preference 25 (-) + 11 (5) – – – – – 50 –
35 [84] Task Performance, Questionnaires, User Preference 20 (-) + 60 (29) On-site – – – – – –
36 [85] Task Performance, Questionnaires, User Preference 14 (-) On-site and Remote – – Yes – – –
37 [86] Task Performance, Questionnaires, User Preference 36 (-) On-site or Remote – – Yes – – –
38 [87] Interview 5 (-) On-site – – – – – Yes
39 [88] Task Performance, Questionnaires 48 (21) On-site Yes and No – Yes Yes – –
40 [89] Questionnaires, Interview 9 (3) On-site – – – Yes 20 –
41 [90] Task Performance 12 (2) On-site or Remote – – – – – –
42 [91] Questionnaires, User Preference 27 (8) On-site or Remote – – Yes – – –
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Fig. 1. Overview of the main results from the recent literature review on evaluation and AR-supported Remote Collaboration. In the first level are the categories
considered for the systematic review, raging among the participants, application areas, collaboration details, study characteristics, task details, adaptation period and
evaluation methods. Then, in the outer ring, the detailed topics of interest for each category are presented, respectively. For each, the number of publications covering
it is illustrated, following the literature review analysis. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
3.5.2. Study design
As shown in Table 2, 16 papers (38.7%) used a within-subjects

design, while 15 papers (35.7%) used a between-subjects design.
There were no mentions of a mixed-factorial design. In addition,
11 (26.2%) papers did not mention the method used, as illustrated
in the green bubbles in Fig. 1.

3.5.3. Study type
We found that most papers (33, 78.6%) were formal user

studies. On the opposite, 7 papers (16.6%) reported conducting
informal studies. Only 2 papers (4.8%) conducted user studies in
the field, which shows a lack of experimentation in real-world
conditions, as exhibit in the green bubbles in Fig. 1.

3.5.4. Task type
As expected, most papers (26 out of 42, 61.9%) explored navi-

gation, object selection and manipulation, forcing participants to
communicate and use collaborative tools to provide indications to
achieve a concrete goal. Additionally, 12 papers (28.6%) focused
on assembly tasks using Lego bricks, or puzzles like tangram, pen-
tominoes, origami, among others. Only 1 paper (2.4%) reported
the use of an airplane cockpit as case study, as presented in the
red bubbles in Fig. 1. This shows that there is an opportunity for
conducting more user studies exploring different, more complex
case studies, or even combinations of different types.
626
Moreover, just 14 papers (33.33%) claim to have provided an
adaptation period before the performance of the tasks, as shown
in the purple bubbles in Fig. 1. Finally, the bulk of the user
studies were conducted in an indoor environment, but only 21
papers (50%) described the experimental context, although no
clear pattern emerged.

3.5.5. Evaluation methods and data type
In terms of data type, 30 papers (71.4%) collected subjective

and objective data, 11 papers (26.2%) collected only subjective
data, and just 1 (2.4%) only objective data.

Concerning the evaluation methods, we found that the most
popular method is filling out questionnaires (40 papers, 95.2%),
followed by assessing task performance (31 papers, 73.8%) with
error/accuracy measures and task completion time. Then, user
preference (28 papers, 66.7%) and finally interviews (5 papers,
11.9%), as illustrated in the light blue bubbles in Fig. 1. Note
that many papers used more than one evaluation method, so the
percentages sum to more than 100%.

Another essential point: only 13 papers (31%) mentioned the
average duration of the user study (58.5 min). Some papers men-
tioned the duration of the task, but no clear information on the
collaboration process is provided, like dialog length, frequency of
conversational turns, among others. Besides, none of the papers
report to have conducted gesture or non-verbal behaviors analy-
sis. This is supported by the lack of audio or video recording, since
only 6 papers (14.3%) acknowledge to store this type of data.
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verview of common approaches and what is missing regarding the evaluation
rocess of remote collaboration mediated by AR.
Common:

•synchronous hierarchy collaboration
•within-subjects design
•formal user studies
•navigation, selection, manipulation and assembly tasks
•focus on technological aspects or interaction mechanisms of
the collaborative AR solution
•subjective and objective data collection
•use of single-user questionnaires, task performance and user
preferences assessment
•young participants from universities
•participants act as on-site or remote team-members

Missing: •conduct outdoor and field studies
•explore complex/adequate tasks
•contemplate failure situations
•provide an adaptation period
•address participants relationships, knowledge and
motivations
•better description of the collaborative process supported by
AR
•reporting of study average duration
•data collection on dialog turns, interaction types, main
features and visual complexity
•contextualized information on the team, task, environment
and collaborative tool
•improve existing frameworks
•use of video, audio recordings, and post-task interviews

3.5.6. Participants
Our review of the participants shows that the number of

articipants involved in the analyzed studies ranged from 5 to 48,
ith an average of 21. Also, a total of 31 out of 42 papers (73.4%)
eported involving female participants in their experiments, with
he ratio of female participants to male participants being 47.6%
f total participants in those 31 papers. Hence, most of the studies
ere run with young participants, mostly university students,
ather than a more representative cross section of the population.

Equally important, 23 papers (54.8%) stated that participants
ould perform the role of the on-site or remote user during the
tudies. Moreover, in 5 papers (11.9%) the participants would
erform the on-site and remote role. 11 papers (26.2%) only al-
owed the participants to perform the on-site user, while 3 papers
7.1%) only allowed to perform the remote role. In these cases,
he counterpart would be performed by a monitor, as presented
n the brown bubbles in Fig. 1.

Most papers, 32 out of 42 (76.2%) made no mention if partici-
ants knew each other, with only 9 clearly stating that informa-
ion. Likewise, the same percentage did not mention any type of
revious experience the participants might have with AR or MR
ystems.

.6. Summary

Our review (Table 4 and Fig. 1) shows that the dominant
ype of collaboration is based on the hierarchy approach focused
n synchronous communication between participants. Also, that
ssistance and assembly are the main areas of application, ex-
loring navigation, selection and manipulation tasks in indoor
nvironments, during approximately one hour.
On average, studies involved 21 participants, mostly young

niversity students. Moreover, ruffly half of the papers reported
hat the participants would perform the role of the on-site or
emote user during the studies. Besides, most papers lack infor-
ation regarding if participants knew each other prior to the
tudy and if they had previous experience with MR systems.
The majority of the studies conducted are formal studies,
ollecting objective and subjective data using evaluation methods

627
like questionnaires, task performance and user preferences in
that order respectively. As for collaborative measures, most works
focus on effectiveness, only checking if participants were able to
accomplish a given task collaboratively. Moreover, the evalua-
tion design is distributed between within-subjects and between-
subjects.

Besides, interviews are not used often, as is also the case
of recording audio and video during the studies. In addition,
half of the times the experimental context is not described and
only one third of the times studies referred the existence of an
adaptation period. It is important to report this last fact, as it can
affect the way the collaboration process was performed between
collaborators, i.e., those that had an opportunity to use, adapt
and comprehend the technology that helped create a shared
understanding prior to the tasks will easily interact better with
their respective counterpart, when compared to the ones that
have only done the adjustment process during the task itself.

Another observation is that single-user evaluation methods
are applied to collaborative tasks, which mainly focus on the
comparison of technological aspects or interaction mechanisms
based on rather simpler procedures. We argue that collaborative
tasks must be difficult and long enough to encourage interaction
between collaborators and for the AR-based solution being used
to provide enough contribution. In general, tasks can benefit from
deliberate drawbacks, and constraints, i.e., incorrect, contradic-
tory, vague or missing information, to force more complicated
situations and elicit collaboration. For example, suggest the use
of an object which does not exist in the environment of the
other collaborator or suggest removing a red cable, which is
green in the other collaborator context. Such situations help
introduce different levels of complexity, which go beyond the
standard approaches used, and elicit more realistic real-life sit-
uations where the surroundings are not always perfect. Likewise,
multiple procedures may be applied to an evaluation, while also
exploring different levels of complexity, contextual changes in the
surroundings environments, as well as stress conditions.

4. Critical analysis

This section describes the main limitations hindering a better
understanding regarding how AR supports collaborative work
in remote scenarios. Analysis was mostly based in the results
from the literature review process, complemented by meetings
with domain experts, and authors’ own experience creating and
conducting evaluation studies in this domain [Refs omitted for
review purposes]. The contributions presented in this paper were
conducted in the scope of a larger multidisciplinary research line,
with a total of nine individuals with several years of expertise
(minimal of 6 years, and a maximum of 40 years of experience)
in the areas of Human–Computer Interaction (HCI), Virtual and
Augmented Reality (VR/AR), Information Visualization (IV), Mul-
timodal Interaction (MMI), as well as remote collaboration in
several scenarios of application. To this effect, face-to-face and
remote meetings were conducted, as well as focus group and
brainstorm sessions (sometimes with different combinations of
experts according to their availability) over several months. To
conclude the section, a global assessment of the field maturity is
attempted, followed by a critical analysis on how that may affect
the road ahead.

4.1. Main limitations

As was aforementioned, the characterization and evaluation
of the collaborative process in remote scenarios using AR-based
solutions have been reported mainly using single-user methods
focusing on technological aspects, thus lacking information and
focus on the important dimensions of collaboration. As a result

the following main limitations can be identified.
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imitation 1: partial evaluation
According to Merino et al. ‘‘designing appropriate evaluations

that examine MR/AR is challenging, and suitable guidance to design
and conduct evaluations of MR/AR are largely missing" [37]. This
fact is further evident in scenarios of remote collaboration, since
the logistics associated with carrying out evaluations is even
more demanding due to a significant number of variables that
must be considered. The existence of two or more collaborators
makes it more difficult to evaluate the solution as a whole, given
that it requires to perform multiple evaluations at the same
time and that validation from all users is required [40]. As a
consequence, there is a clear lack in addressing crucial aspects
of collaboration like how was the relation and communication
of the collaborators during the tasks (only 10 out of 42 papers
reported such information and just 6 recorded audio or video
during the studies), whether they had previous experience with
AR/VR/MR technologies and were able to use the available solu-
tions to their full potential (a topic just mentioned by 11 out of
42 papers), how the available information was used to support
the accomplishment of the tasks, among other aspects.

In this context, trying to apply conventional evaluation tech-
niques to collaborative settings, without adapting them can lead
to an incomplete vision of the process of collaboration and in
turn to dubious results, falling short to retrieve the necessary
amount of data for more comprehensive evaluations and char-
acterizations of the collaborative process which may lead to an
incomplete vision of the process of collaboration. Given the com-
plex environments and situations collaborators may encounter,
such methods alone provide insufficient information and rarely
are good indicators for improving distributed solutions [31,38,92,
93].

Limitation 2: lack of contextual information
Remote collaboration represents high levels of data by in-

volving different types of distributed collaborators, tasks and in
encompassing dynamical environments with contextual data. Dey
et al. revealed that ‘‘work needs to be done towards making AR-
based remote collaboration akin to the real world with not only
shared understanding of the task but also shared understanding
of the other collaborators emotional and physiological states" [43].
oreover, Ratcliffe et al. suggested that ‘‘remote settings introduce
dditional uncontrolled variables that need to be considered by
esearchers, such as potential unknown distractions, trust in partic-
pants and their motivation, and issues with remote environmental
paces" [94]. However, our analysis shows that half of the papers
nalyzed (21 out of 42) did not described the experimental con-
ext of collaborators, and that 76.2% (32 out of 42) did not report
articipants knowledge of each other. The same percentage of
apers did not mention previous experience with AR or MR
echnologies, as illustrated in Table 3. By doing this, evaluation
cenarios disregard information such as contextual or user related
ata, obtaining only superficial results.

imitation 3: failure situations are not contemplated
Bai et al. stated that: "as deeper insight is obtained into the

ffordances of AR collaboration, more complex activities should be
upported" [29]. This is also corroborated by Ens et al. which
highlighted that ‘‘as new capabilities emerge, (...) we expect to see
this trend continue, with an initial focus on perfecting the systems,
followed by deeper explorations of collaboration" [14]. Furthermore,
this is also supported by our analysis from the selected data set,
which shows that failure situations were not taken into account
by any study. For example, in the case of failure to achieve the in-
tended goals of the collaborative process, how can we understand
what went wrong? Was it caused by problems in participants
communication, by too much augmented information being dis-
played, by the actions of a particular collaborator that did not
followed correctly some indications, or was it caused by an error
in the AR-based solution being used?
628
Limitation 4: lack of theories and guidelines
Literature shows an absence of rules, guidelines and theories

to guide the characterization of the collaborative process using
solutions mediated by AR. For example, Dey et al. suggests that
‘‘opportunities for increased user studies in collaboration, more use
of field studies, and a wider range of evaluation methods" [43].
Moreover, Ens et al. reported that ‘‘MR systems faced significant
engineering hurdles, and have only recently started catching up to
provide new theories and lessons for collaboration" [14]. A better
evaluation strategy is required by researchers and developers
to obtain a comprehensive description, given the challenges in-
volved in evaluating many aspects that may influence the way
collaboration occurs, e.g., relations between individuals, their in-
terconnection as a team and how the use of AR/MR technolo-
gies affected the accomplishment of the tasks in relation to the
collaborative effort.

Limitation 5: minimal support in existing frameworks
The constraints and challenges identified may change accord-

ing to the maturity of the solution being used, the goal of the
evaluation, the participants individual and group characteristics,
among other parameters. In this context, existing frameworks
are not sufficiently well suited to describe how collaboration
mediated by AR/MR technologies happens, thus ignoring detail
on crucial aspects of collaboration [7,14,29,36,39,43].

For example, Bai et al. emphasized that ‘‘it can be hard to isolate
he factors that are specifically relevant to collaboration’’ [29]. Like-
ise, Ens et al. outlined that ‘‘frameworks for describing groupware
nd MR systems are not sufficient to characterize how collaboration
ccurs through this new medium" [14]. In addition, Ratcliffe et al.
ommunicate that ‘‘the infrastructure for collecting and storing this
mass) of XR data remotely is currently not fully implemented, and
e are not aware of any end-to-end standardized framework" [94].
herefore, integration of proper characterization and evaluation
ethods and guidelines, covering different contexts of use and

asks, running in its intended (real or simulated) environment are
f paramount importance.

imitation 6: limited reporting of outcomes
There is now an opportunity to convince researchers to better

ocument their work, and help improve evaluations and char-
cterizations that are, in our view, a bottleneck in this research
rea. Currently, researchers struggle to analyze the state of the
rt, since much information on existing publications lack detail on
he collaborative process as previously demonstrated. This may
appen since most of the research efforts have been devoted on
reating the enabling technology.

.2. Maturity of the field

To put in perspective the evolution of the field, as well as
onsider current limitations, this section concludes with the anal-
sis of the status of the area according to the BRETAM model
Fig. 2) [95]. This model has been considered useful for the intro-
uction of new knowledge, technology or products and adopted
n several scenarios, including for example, in a multimodal in-
eraction review [96].

According to the current panorama reported in this publica-
ion, we argue that it is possible to situate the field of remote
ollaboration mediated by AR between the Replication and Em-
iricism phases of the BRETAM model as illustrated in Fig. 2.
e argue that remote collaboration mediated by AR has already
assed the Breakthrough phase, which means research insti-
utions worldwide can replicate the basic concepts, as demon-
trated by the last few decades of research [25].
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Fig. 2. Positioning of Remote Collaboration mediated by AR between the
eplication and Empiricism phases of the BRETAM model. Inspired by [95].

The Replication and Empiricism phases on the other hand
mply increased ideas to generate enough experience, leading to
mpirical design rules. As such, these phases seem adequate to
he overall panorama described in this publication, reinforcing
he need to deepen the understanding and characterization of the
ollaborative process through methods, frameworks, guidelines
nd various user studies.
In our view, remote collaboration mediated by AR has still not

eached the Theory phase as it requires enough empirical expe-
ience to model the basis of success and failure, which cannot be
erformed without proper methods for the characterization and
valuation of the collaborative process [14,25].
Likewise, the Automation phase was also rejected, which

implies automation of the scientific data-gathering and analysis,
since existing systems are still limited by the contextual and
multi-user data they are able to collect, thus not being sufficient
to characterize how collaboration occurs [14].

As such, without fulfilling the previous phases, the field can-
not be positioned into the Maturity phase, i.e., turn to cost
eduction and quality improvements in what describes a mature
echnology [95].

. Charting out a roadmap for the characterization and evalu-
tion of the collaborative process

According to what was said in the critical analysis, it is im-
ortant to address the main limitations to make the field achieve
he Theory, Automation and Maturity phases of the BRETAM
odel [95]. Aiming at contributing to that, in this section we
ropose a first roadmap, to deal with the most pressing issues
Fig. 3), composed by five key topics:

• definition of dimensions of collaboration to face the partial
characterization of the collaborative process;

• systematization of perspectives based on the acquired
knowledge of the field, facing the lack of theories and
guidelines;

• creation of new paradigms, architectures and frameworks to
answer the limited support to development and evaluation
of existing ones;

• enhanced support for data gathering, leading to better de-
sign, development and evaluation with distributed users
supported by AR;

• new and better outcomes from the evaluation to support the
assessment, leading to the creation of new theories, as well
as improve the lack of contextual information.
629
Fig. 3. Roadmap overview of the main topics that should be addressed regarding
remote collaboration mediated by AR to make the field achieve the Theory,
Automation and Maturity phases of the BRETAM model. Inspired by [97].

5.1. Definition of dimensions of collaboration

First, it is important to identify dimensions that need to be
taken into consideration when performing the characterization
of the collaborative process. In practical terms, given a concrete
application context and a problem, the research community is
still not able to provide an overall definition of the collaborative
AR system that addresses it. Although there are works that have
presented some dimensions of collaboration, existing efforts are
mostly oriented towards technology. As the field matures, it is
normal new proposals emerge to address new aspects related
to collaboration. A comprehensive set of dimensions must be
defined to more thoroughly classify and discuss the contribu-
tions of the collaborative work effort, not only addressing the
technological features being used, but also encompassing the
characteristics of the context.

For example, Ens et al. stated the following: ‘‘While somewhat
useful, the dimensions we used are fairly technical, and focus mainly
on mechanical aspects of the system or properties of the underlying
technologies. (...) Perhaps additional dimensions with a greater focus
on user experience would better allow for capturing the essence of
collaborative scenarios‘‘ [14]. Therefore, some of the existing di-
mensions might still not reflect the full scope of some categories
by encompassing all possibilities. Therefore, this effort cannot be
intended as a closed work, but should, instead, be taken as the
grounds that might enable the community to elaborate, expand,
and refine the field.

This may be achieved by analyzing the literature regarding
collaborative work supported by AR, in particular, existing cat-
egorization efforts [13,14,25,45,98–101]. Another possibility is to
adopt a conceptual-to-empirical methodology by using a partici-
patory design process, i.e., actively involving stakeholders in focus
group and brainstorming sections. This entails going beyond Col-
laborative AR literature, considering other domains (e.g., CSCW,
Groupware, Telerehabilitation, Remote Medicine, among others)
that may be relevant to characterize the collaborative effort, to
identify which dimensions should be taken into account when we
move from asking what existing systems can do, to understanding
what they would be able to do in particular contexts, i.e., the
value of AR to the collaborative process.

5.2. Systematization of perspectives for the field

Ens et al. report that when considering if it is possible to
clearly describe distinct categories of collaborative MR research
based on the existing dimensions, the answer is ‘‘to some extent,
yes, however the result is not wholly satisfying (...) these dimensions
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o not suffice to describe all scenarios" [14]. Therefore, another
rea of research that needs to be addressed given the lack of
heories and guidelines [14,43], is the need to bring new dimen-
ions forward into conceptual models, guidelines, taxonomies and
ntologies, that might foster harmonization of perspectives for
he field, thus creating a common ground for systematization and
iscussion [100,102].
Through these, it would be possible to structure the char-

cterization of the collaboration process, which can form the
asis for analysis and comparison, fostering a more detailed un-
erstanding of the field, and in turn ensure that the research
dds to the body of knowledge and provides enough context and
vidence to enable a transparent account [103] and transferabil-
ty [104]. These can also work as a knowledge repository for
valuation, allowing researchers to observe and compare a variety
f results inside the same domain and make considerations and
onclusions about specific nuances of collaboration. For example,
he proposal of human-centered approaches, i.e., focusing on
ollaboration, instead of the technology, might bring forward a
erspective that is not rapidly deprecated with the advancements
f technology [105].
To create conceptual models and taxonomies, it is important

o ensure the dimensions of collaboration contain categories and
haracteristics that are mutually exclusive and collectively ex-
austive [106,107]; Moreover, a detailed explanation of these
bjects of interest must be included, following, for example, a
imilar approach to the one used by Zollmann et al. [108]. It is
lso relevant to include discussion and refinement over several
terations with domain experts, to verify if the established di-
ensions, categories and characteristics are well defined, need

o be merged, or if new ones can be identified [106]. Regard-
ng ontologies, literature shows that its design is considered a
reative process and no two ontologies by different individuals
ould be the same, since the applications of the ontology and
he designer’s understanding of the domain will undoubtedly
ffect the ontology design choices [109,110]. As such, one possible
trategy is to adapt existing ontologies when they exist, or as an
lternative when this is not the case, define and populate a new
ntology considering relevant dimensions of collaboration as the
ore classes and establish their relations with each other based
n the targeted application of the ontology.

.3. Creation of new paradigms, architectures and frameworks

According to Merino et al. ‘‘as MR/AR technologies become more
mature, questions that involve human aspects will gain focus in
MR/AR research. Consequently, we expect that future MR/AR papers
will elaborate on human-centered evaluations that involve not only
the analysis of user performance and user experience, but also the
analysis of other scenarios, like understanding the role of MR/AR
in working places and in communication and collaboration" [37].
owever, there is no standard methodology for characteriza-
ion and evaluation, specifically tailored to assess how remote
ollaboration occurs through AR/MR technologies. In this vein,
ithout the appropriate paradigms, methods and mechanisms,
he research community does not accumulate enough experience
o improve collaboration between distributed collaborators [7,14,
9,36,37,39,43,92].
Currently, there is too much focus on post-task evaluation.

ew paradigms must also consider continuous assessment, i.e.,
iving proper relevance to evaluation conducted during the ac-
omplishment of open challenges, instead of pre-defined tasks,
hich fail short to mimic real scenarios of remote collaboration.
As such, architectures and frameworks capable of support-

ng the new paradigm(s) must be created, to assist researchers
onducting future user studies, while eliciting more character-
zation of the collaboration process in remote scenarios. Such
rameworks must include support for:
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• defining the evaluation scope for individual and collective
assessment by properly identifying which dimensions of
collaboration will be evaluated;

• detailing collaborative challenges to be performed, includ-
ing specification of the users minimum level of knowledge,
definition of each collaborator activity, as well as definition
of the procedures;

• defining the experimental setup and design, ensuring each
dimension is defined in terms of the necessary variables
and how they should be measured according to specific
techniques;

• conducting data gathering through the use of a distributed
evaluation tools focusing in the dimensions proposed specif-
ically for remote collaboration;

• performing data analysis, including inspection of what hap-
pened during the tasks, to understand how the collaboration
process occurred over time.

.4. Development of tools for improved data gathering

According to Marques et al. ‘‘it is essential the existence of
olistic evaluation strategies that monitor the use and performance
f the proposed solutions regarding the team, its members, and the
echnology, allowing adequate characterization and report of col-
aborative processes" [36]. To achieve this, the operationalization
f data gathering should also deserve its own line of work due
o its importance. It is paramount to conduct thorough collabo-
ative user studies to provide new perspectives [14,36–38,111].
better evaluation process can be supported by improved data

ollection and data visualization tools [92,112]. In this context,
t is necessary to collect, process and analyze a multiplicity of
ata, e.g., context, history, user related information like actions,
motional state, as well as the results of processing the various
omponents of the data gathering tools, aiming at obtaining a
ore comprehensive understanding.
To accomplish this, tools must be designed and developed to

llow researchers to run multiple evaluations at different loca-
ions simultaneously, following a distributed paradigm [36]. In
his process, researchers should be able define measures, custom
ogging and register interesting events they detect, which can
e later reviewed in post-task analysis, adapting and extending,
or example the works by Pereira et al. [93,113,114]. Likewise,
he following factors are crucial and must be taken in account
o better understand the real impact of each aspect in the col-
aborative effort: team, collaborative tasks, context and AR-based
olution [36]. These factors can help portrait the conditions in
hich collaborators performed a given action, received informa-
ion or requested assistance. In addition, they can be used to
ssert uncommon situations or identify patterns that can lead to
ew understanding of a given artifact, as well as identify new
esearch questions. Therefore, such tools are essential to help
esearchers when performing judgment over evaluation results.

.5. New and better outcomes to support the assessment

A better characterization of the collaborative process coupled
ith improved and specific evaluation tools and methods will
rovide ground to improve how research is reported. Thus, in-
reasing the awareness of researchers about the different dimen-
ions of collaboration and elicit better reporting, as researchers
nderstand the need to improve how they describe the nuances
ssociated to the collaborative effort of their work. Currently, in
ost cases, data relevant to characterize the collaborative context

s not reported.
To elaborate, most works focus only on individual perfor-

ance, on the technological aspects of the AR-based solution or
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n quantifying effectiveness of tasks. It is important to consider
wide range of information, namely individual and team per-

onalities, motivations, performances, behaviors, who completed
he tasks and who provided instructions, how was the commu-
ication process, as well as duration and type of interactions
ith the collaborative AR-based technology, among other aspects
hen analyzing data and establishing conclusions. The reporting
rocess must also integrate the context in which the collabo-
ative effort took place, thus allowing the creation of a better
nderstanding of the surrounding conditions, while contributing
o support replication of such context, if they are relevant to other
esearchers, in future studies. Moreover, a complete definition
f the data used to substantiate the usefulness of the results
eported must be included, as well as the measures used, how
as the data computed, based on what criteria, etc. This is es-
ential to move towards replication and interpretability across
ontributions in the field.
A more systematic reporting can, in turn, lead to a community

etting that enables easier communication, understanding, reflec-
ion, comparison, refining, as well as building on existing research
nd foster harmonization of perspectives for the field.
Furthermore, researchers can also compare their outcomes, as

his is also a good opportunity for reflecting and refining. It is
mportant to use what is learned during the studies and identify
spects which did not go according to what was expected or
elect additional ones which may improve on existing guidelines
or future user studies.

. Conclusions and future work

Collaborative AR solutions can be powerful tools for analysis,
iscussion and support of complex problems and situations in
emote scenarios. By bringing different and sometimes opposing
oints of view together, such solutions can lead to new insights,
nnovative ideas, and interesting artifacts.

However, most research efforts have been devoted to cre-
ting the enabling technology for supporting the design and
evelopment of such solutions. Hence, the characterization and
valuation of the collaborative process is an essential, but a very
ifficult endeavor nowadays.
This paper describes a critical analysis supported by surveys

hat addressed evaluation and user studies in scenarios of remote
ollaboration mediated by AR. In addition, a literature review
n works ranging from 2000 to 2020 is also presented. Based
n the limitations and challenges identified, we argue that re-
ote collaboration mediated by AR is currently between the
eplication and Empiricism phases of the BRETAM model. To
ontribute to an advance to Theory, Automation and Maturity
hases, based in the critical analysis, we propose a roadmap for
mportant research actions that need to be addressed to facilitate
nd elicit more characterization of the collaboration process using
R-based solutions in the future.
Work is being continued through the creation of a concep-

ual model and taxonomy, as well as an initial architecture and
ramework aligned with the proposed roadmap. These can form
he basis for a common ground, as well as the development of
framework for researchers who want to follow best practices

n designing their own collaborative AR user studies in remote
cenarios.
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