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Abstract—There are numerous technologies and tools to acquire data related to the evolution of spatial phenomena over time. These data are typically organized as sequences of 2D geometric shapes obtained from observations taken at different times. The transformation of such sequences of 2D geometric shapes into spatiotemporal data representations, which can be easily processed and interpreted, has the potential to enable novel applications in fields as diverse as environmental sciences, climate sciences, biology or medicine.

This paper focuses on the representation of moving 2D geometric shapes acquired at discrete times using continuous models of time and space. Using morphing techniques based on compatible triangulations, issues regarding the representation of spatiotemporal data in databases, as well as the influence of different design strategies on the fidelity of the approximations with respect to the modelled phenomena, are investigated. An experimental study using synthetic and real data was performed. The findings show that the use of triangulation based interpolation is a promising approach, because it allows creating continuous spatiotemporal representations that are more realistic than those obtained using the solutions proposed in previous work. Open issues regarding the representation of spatiotemporal data in information systems are also highlighted.
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I. INTRODUCTION

The widespread use of novel technologies allowing to log large amounts of data concerning the location and shape of real-world phenomena over time is motivating the development of automated processes to extract knowledge from these data in several domains (e.g., earth, environmental or climate science) and applications (e.g., land use management, traffic control, urban planning or biomedical imaging). Nowadays, numerous methods and tools are available to deal with spatial data efficiently, namely spatial databases and GIS [1,2]. However, the representation and processing of spatial data changing over time is more complex, and there are several open-issues to overcome.

As for spatial data, spatiotemporal data can be represented by (1) approximating a continuous space by a discrete one, usually referred to as raster or tessellation mode, or (2) using a continuous representation, usually referred to as vector mode or half-plane representation. The representation modes for the time and space dimensions are independent, and the choice strongly depends of the applications’ requirements [3]. The focus of this work is on creating spatiotemporal data using continuous representations (vector mode) over space and time dimensions that might be used to model phenomena such as the movement, melting and collapsing of icebergs, wildfire propagation, siltation in rivers, or the morphological behavior of cells and particles in biology or medicine [4-12].

The evolution of spatiotemporal phenomena is typically acquired as discrete time-ordered sequences of observations in the form of images and represented using abstractions often referred to as moving or spatiotemporal objects. Thus, to capture the continuous change of such phenomena, methods are needed to model their spatial behavior between observations. The objective is to obtain continuous spatiotemporal representations that are close to the objects’ actual shapes and movements at all times. This has been concretized on different data models and query languages, firstly using constraint databases [13], and then using Abstract Data Types (ADT) [14-19]. These solutions provide a comprehensive collection of general-purpose data types and query operations to deal with different application domains. Observations are represented by 2D shapes and spatial transformations between observations are represented using linear interpolation. However, few works exist on how to create realistic representations (interpolations) of real-world phenomena for spatiotemporal databases and GIS [20].

This paper investigates two approaches for creating spatiotemporal data, and the effect of different design strategies on the fidelity of the obtained representation when compared with the modelled phenomena. In the first approach, the transformation of an object is defined by the movement of line segments using the so-called rotating plane algorithm [22-24]. Translation and rotation are represented implicitly, and so, these solutions are poor in handling large rotations between observations. The second approach relies on using morphing techniques to attempt to preserve the morphological properties of 2D planar shapes during transformations [25-28]. Although these techniques are widely used, particularly in animation or video editing software packages, their use to model spatiotemporal phenomena in scientific applications is unusual or nonexistent. The solution investigated in this work is based
on compatible triangulations [25,26,29]. The aim is to bring together solutions from different research areas in order to be able to create realistic transformations representing spatiotemporal phenomena with small errors of approximation and reasonable runtime cost to enable querying large spatiotemporal datasets efficiently.

The comparison of these approaches is based on an empirical study using real and synthetic data. Real data consist of sequences of snapshots, tracking the movement of icebergs in the Antarctica. This is an interesting case study since it involves the three basic spatial transformations, namely, translation resulting from icebergs’ movement, rotation caused by ocean currents near shorelines, and deformation due to melting and fragments collapsing. The objective is to compare the spatiotemporal representations created using both approaches with respect to the real-world phenomena modeled, as well as investigating computational aspects such as, the ability to yield spatiotemporal data that are topologically valid at all times.

The remainder of this paper is organized as follows: Section II presents the two approaches investigated in this study and highlights design and implementation issues of each one; Section III presents the results of the experimental study with emphasis on functional and computational aspects; Section IV presents a discussion and a comparison of the two approaches; Section V concludes and presents insights for future research.

II. CREATING SPATIOTEMPORAL DATA FROM OBSERVATIONS

This work addresses the problem of creating a continuous spatiotemporal representation of a phenomenon captured as a sequence 2D shapes at discrete times. It is assumed that the shapes have been previously extracted from a sequence of images or a video using well-known image processing tools such as ImageJ or OpenCV [30].

Let us consider a set of snapshots \( D = (t, P) \), such that \( t = \{t_i | i = 1 \cdots n \} \) denotes an ordered set of timestamps and \( \{P_i | i = 1 \cdots n \} \) is a set of planar shapes. Each \( P_i = \{v_j | j = 1 \cdots m \} \) consists of an ordered sequence of 2D points corresponding to the vertices of the shapes. The shape is a polygon, if \( v_1 = v_m \), or a polyline, otherwise. The former may represent an object such as an iceberg or a human tissue, and the latter may represent a forest fire front. A spatiotemporal transformation between consecutive snapshots is \( D_t \xrightarrow{f(t)} D_{t+1} \), where \( f(t) = E \) denotes a morphing algorithm that returns an estimation of a spatiotemporal object’s shape \( E \) for every time \( t \in [t_i, t_{i+1}] \). In addition, the topology of \( E \) must be valid for every time in that interval. A good solution should reduce deformation and create realistic transformations. In the following, the source \( (P_i) \) and the target \( (P_{i+1}) \) shapes in a spatiotemporal transformation \( f(t) \) are denoted \( A \) and \( B \), respectively.

A. The rotating plane algorithm

The rotating plane is a morphing algorithm proposed in [22] to create a linear interpolation between convex or concave polygons in spatiotemporal databases. This algorithm takes as input two convex shapes and so, the angles of the edges of each shape with respect to a coordinate axis (e.g., the x-axis) are ordered. The main purpose of this algorithm is to create safe interpolations, i.e., to ensure that there are no intersecting segments during a transformation and that the topology of the resulting spatiotemporal data is valid at all times.

The algorithm takes the first segment (edge) in both shapes and executes a synchronized scan of the two arrays of segments in \( A \) and \( B \) with respect to their angles. If the angles of the selected segments \( \overline{a} \in A \) and \( \overline{b} \in B \) are equal, a linear interpolation between them (Fig. 1, left) is performed, and the algorithm goes to the next segment in both arrays. This yields a trapezoid in space-time. If the angles of \( \overline{a} \) and \( \overline{b} \) are different, for instance, the angle of \( \overline{a} \) is smaller than the angle of \( \overline{b} \), then the algorithm takes the first vertex \( v \) in \( \overline{b} \), creates a linear interpolation between \( \overline{a} \) and \( v \) (Fig. 1, right), and goes to the next segment in \( A \). Notice that, in this case a segment degenerates into a point thus forming a triangle in space-time.

Fig. 1. Interpolation of two parallel segments (left) and a segment degeneration (right).

Concave shapes are split into features and organized as convex-hull trees. To build a convex-hull tree it is necessary to add extra segments to make the shape convex. Each extra segment gives origin to a new child node containing the convex-hull of the shape that should be removed from the parent node to obtain the original shape. The convex features may then be processed using the rotating plane algorithm.

Since each shape is decomposed into several convex features, it is necessary to find a matching between features in the convex-hull trees of \( A \) and \( B \). Reference [22] recommends using criteria based on an overlap threshold between features. This strategy works well with synthetic data, but problems arise when dealing with real noisy data. For instance, consider Fig. 2, which depicts a projection of the convex-hull trees of the polygons representing the shape of an iceberg at two consecutive snapshots. The convex-hull tree in the left has three levels, and the one in the right has four levels.

This figure shows that the external features are often thin and it is not trivial to find a match in the other shape. In our implementation, no overlap threshold was found that would allow obtaining a good matching between features of the convex-hulls trees of \( A \) and \( B \), when using real data. When the overlap threshold is high, the algorithm may fail to match small concavities; when the overlap threshold is low, there are components that may be erroneously matched; in some cases, there is no overlap at all. Fig. 3 gives illustrative examples.
Paper [23] presents a solution to compute the morphing of two convex or concave shapes, which also uses the rotating plane algorithm, but the strategy to deal with concavities is different. In addition, the authors claim that it is not always possible to use a single interpolation to describe the transformation of a source polygon into a target polygon. This claim is supported with an example representing the transformation of two polygons with a snail shell configuration, to illustrate that some configurations require splitting the interpolation into at most three interpolations.

The strategy to deal with concavities consists of mapping all segments forming a concavity in \( A \) into a single vertex in the convex-hull of \( B \), or vice-versa. This means that a concavity in \( A \) degenerates into a point in \( B \) or a point in \( A \) expands to a concavity in \( B \).

The last step consists in detecting edge intersections during the interpolation. These cases may occur for complex shapes with concavities that resemble spirals, i.e., when there are points that are surrounded by a concavity. The solution proposed in [23] consists of splitting an interpolation into smaller ones, so that, surrounding concavities degenerate into a single point and then expand again. Note that, this strategy, as well as the previous one used to deal with simple concavities, causes deformation during transformations. Indeed, the main purpose of the rotating plane algorithm and the other procedures described above is creating spatiotemporal data that are topologically valid at all times, i.e., to avoid segment intersections during spatial transformations.

The movement of the segments during a spatial transformation yields a triangle or a trapezoid, which are planar faces. This is an important feature because this kind of representation can be smoothly integrated into current spatiotemporal data models.

### B. Rigid shape interpolation

The aim of rigid shape interpolation is to preserve the shape’s physical properties during the transformation of a source into a target, i.e., to perform a spatial transformation that keeps deformation as low as possible. This work uses compatible triangulations, and is based on the approach initially proposed by [26] and followed in several subsequent works [25,27,28]. This approach is considered to handle rotation naturally and has low runtime cost.

It is assumed that a correspondence between the vertices of \( A \) and \( B \) is created beforehand. The vertex correspondence is a mapping where each vertex in \( A \) has a corresponding vertex in \( B \). If the number of vertices in \( A \) and \( B \) differs (a normal situation with real data) it is necessary to add extra vertices in \( A \) or \( B \). This is a well-known problem in morphing, which is commonly referred to as vertex correspondence problem and several solutions exist to perform this task [30,31]. The first step consists of creating a compatible triangulation to generate an isomorphic meshing of the interiors of \( A \) and \( B \), denoted \((\hat{A})\) and \((\hat{B})\), respectively. The algorithm presented in [29] was selected, because it allows to create compatible triangulations yielding a small number of Steiner vertices (extra vertices).

This algorithm tends to produce meshes that are not optimized. Therefore, a smoothing procedure is needed to obtain an approximately uniform spatial distribution of the vertices in a mesh. Two criteria for mesh smoothing were used: angle optimization and area optimization. Both use an iterative algorithm to generate alternative positions for each Steiner vertex in order to find the position that maximizes the minimum angle (or the minimum area) of the triangles sharing that vertex. Fig. 4 shows an example of a mesh before (top) and after (bottom) smoothing.

The second step consists of the interpolation between \( \hat{A} \) and \( \hat{B} \). The transformation of a triangle \( X \in \hat{A} \) into a triangle \( Y \in \hat{B} \) is a matrix \( M \) such that:

\[
Y_i = M \cdot X_i + L, \quad i \in \{1,2,3\}
\]  

(1)

where \( M \) is an affine matrix and \( L \) is a vector denoting the translation of the centroid of \( A \) towards the centroid of \( B \). Since the motivation of this work is modeling the extent of spatial phenomena during time, we assume that the translation
component can be easily interpolated and so, the focus is on the evaluation of the affine matrix that minimizes deformation.

Fig. 4. Polygon triangulation before optimization (top), after minimum angle optimization (bottom-left) and after minimum area optimization (bottom-right).

The simplest solution to evaluate the affine matrix is to use linear interpolation. However, this is not a good solution because when triangles rotate, they tend to shrink until the middle of the interpolation and then they expand again, causing large deformation. An alternative solution proposed in [26] is a factorization of the affine matrix using Single Value Decomposition (SVD). Several types of decomposition derived from SVD have been proposed in literature [27]. In this work, the decomposition proposed in [25] was selected, since it ensures symmetry, i.e., the interpolation from source to target is equal to the interpolation from target to source. The affine matrix is a factorization \( M = R_y \cdot S \), such that, \( R_y = R_1 \cdot R_2 \) and \( S = R_2^T \cdot D \cdot R_2 \). The matrices \( R_1 \), \( D \) and \( R_2 \) are obtained by decomposition of the affine matrix \( M \) using SVD, and represent a rotation, a deformation (scaling and shear) and another rotation, respectively. So, the intermediate shape of a triangle at a time instant \( t \in [t_i, t_{i+1}] \) is:

\[
V_i(t) = M(t) \cdot X_i + L(t), \quad i \in \{1,2,3\} \tag{2}
\]

where \( V(t) \) is the estimation of the coordinates of the vertices of triangle \( X \) at time \( t \). However, applying this formula to each triangle in a mesh can generate different positions for shared vertices since each triangle has its own transformation formula (Fig. 5).

Two methods were implemented to deal with this problem. The simplest method was to consider that the position of a shared vertex is the centroid of the positions estimated in each transformation. The second method uses normal equations as proposed in [25] and the coordinates of the vertices of all triangles in a mesh are:

\[
\hat{V}(t) = (\hat{P}^T \cdot \hat{P})^{-1} \cdot \hat{P}^T \cdot M(t) \tag{3}
\]

such that,

\[
M(t) = [M(t)_1^T \cdots M(t)_k^T]^T \tag{4}
\]

\[
\hat{P} = [P_1^T \cdots P_n^T]^T \tag{5}
\]

where \( k \) stands for the number of triangles in the mesh and \( \hat{P} \) is a \( 2 \times m \) sparse matrix \((m \text{ is the number of vertices of the source polygon})\) with all elements equal to zero, except the values in the columns corresponding to the indices of the vertices of triangle \( j \). Each \( P_j \) denotes the coordinates of the vertices of triangle \( j \). The results using the centroid of the coordinates were equal or worse than the results obtained using normal equations, and so, hereafter we only consider the latter.

Fig. 5. Shared vertices with non-coincident positions during the interpolation of two adjacent triangles.

Using the equations above, the rotation angle is between \([-180,180]\) degrees. However, this may not be the best overall angle to ensure consistency, since the rotation of adjacent triangles must have the same orientation. So, a post-processing step is needed to deal with rotational consistency [25]. First, the rotation matrix \( R_y \) is analyzed to check for adjacent triangles with different orientation. A discontinuity exists when the difference between the rotation angles of adjacent triangles is greater than 180 degrees. In such cases, multiples of 360 degrees are added or subtracted to make the absolute value of the difference between the rotation angles of adjacent triangles less or equal to 180 degrees. This creates consistent rotations but does not guarantee that the rotation of all triangles is minimal. This problem was mitigated by computing the average of all rotation angles, and adding or subtracting multiples of 360 degrees to make this average close to zero.

It is important to emphasize that the faces produced by the movement of the edges of a shape in space-time are non-planar, as depicted in Fig. 6.

III. EXPERIMENTAL STUDY

This section presents the results of an empirical study to evaluate and compare the methods presented in section II. The main assumptions considered during the design of the experimental study were: (1) the spatiotemporal data representations should minimize deformation and create a realistic transformation of the objects between observations; and (2) the spatial projection of a spatiotemporal value at any time instant between observations must be a valid shape (edge intersections are not allowed). The former is referred to as
fidelity of spatiotemporal data representations. This study uses synthetic and real data. The former are used to put in evidence qualitative features that could be difficult to find in real data.

**Fig. 6.** The rotation of a shape yields non-planar faces.

---

**A. Experimental data and algorithms**

Synthetic data are composed of twelve user-defined 2D planar shapes, including convex polygons such as triangles or pentagons and concave polygons like stars and other shapes resembling letters (‘U’ and ‘T’), a table, a chair and a dog, with at most 20 vertices.

Real data were obtained from two sequences of satellite images tracking the location and the shape of icebergs over time:

- **Ross**: a sequence of thirty images tracking Iceberg B-15 during 2000-2001. The time intervals between consecutive observations are irregular and vary from 1 to 29 days. The movement of the iceberg is predominantly translational but there are some parts where rotation is also significant.

- **B-15**: a sequence of ten images of two large blocks of iceberg B-15 captured between November 19, 2004 and December 20, 2004. The predominant movement of the largest block (B-15a) is translation, while for the smaller one (B-15j) is rotation.

The original images, from which were extracted the data used in this study, are available in [33]. The procedures used to extract the icebergs’ shape and to create the vertex correspondences between shapes is described in [29]. Some images have been discarded due to the presence of clouds.

Two morphing algorithms are compared:

- The first implements the rotating plane (**RPlane**) algorithm, as proposed in [23]. The algorithm proposed in [22] was excluded because of the matching problem between concavities described in section II.A.

- The second implements the algorithm based on compatible triangulations (**TMorph**) presented in Section II.B, which uses normal equations to compute the position of shared vertices.

---

**B. Evaluation of qualitative features using synthetic data**

The design choice underlying the approaches presented in section II is quite different. While the approach presented in II.A represents translation and rotation implicitly, these spatial transformations are represented explicitly in II.B. Both design choices have no impact on the representation of the objects’ movement (translation). However, the implicit representation of rotation through linear movements of the shapes’ edges used in **RPlane** algorithm may cause important deformations. **Fig. 7** displays the variation of the area of a rigid object during a rotation between consecutive observations.

**Fig. 7.** Variation of the area during the rotation of a rigid object between consecutive observations.

In the case of **RPlane**, the area of the shape increases until the middle and decreases during the second half of the interpolation. The horizontal line represents the object’s area during an interpolation created using the **TMorph** algorithm. The area does not change, as expected for a rigid object. This is the typical behavior of **RPlane** algorithm with rotating objects, since they tend to get a squared shape in the middle of interpolation as illustrated in **Fig. 8**.

**Fig. 8.** Deformation of a rigid object during a rotation using the rotating plane algorithm.
C. Experiments with real data

To evaluate whether the spatiotemporal data representations are realistic, we use the following similarity measure:

$$\text{Similarity} = 1 - \frac{A(P_t \cup E) - A(P_t \cap E)}{(P_t \cup E)}$$ (6)

where $A(x)$ is a function that returns the area of a polygon $x$; $P_t$ is one a polygon in a sequence of observations that represents the shape of the object (iceberg) captured at time $t_i$; and $E$ is the object’s shape at $t_i$, estimated using one of the algorithms investigated in this work from observations $D_{t-1} = (t_{i-1}, P_{t-1})$ and $D_{t+1} = (t_{i+1}, P_{i+1})$. Since we are interested in investigating the deformation of spatial objects with extent, the shapes $P_t$ and $E$ are aligned using a translation so that the centroids coincide, followed by a rotation that is calculated using a function that minimizes the sum of squared errors considering the distance between the corresponding vertices in both polygons. This procedure is illustrated in Fig. 9.

![Fig. 9. Similarity between a captured $P_t$ and an estimated $E$ shape.](image)

The results are summarized in TABLE I. The similarity values are the averages by algorithm and dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset</th>
<th>B-15a</th>
<th>B-15j</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ross</strong></td>
<td>0.86</td>
<td>0.92</td>
<td>0.83</td>
</tr>
<tr>
<td><strong>RPlane</strong></td>
<td>0.89</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>TMorph</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The best results were obtained for **B-15a**. This is a large iceberg, which has no important concavities and the rotation between snapshots is nearly inexistent. The worst results occurred for **B-15j**. This is an iceberg with a large concavity and significant rotation between snapshots. In this case, the results obtained using **TMorph** are close to the results obtained for **B-15a**, but the similarity values using **RPlane** show that there is significant deformation during interpolation. This deformation is mainly caused by difficulties in handling rotation and by the method used to deal with concavities. The data used in this study did not allow to investigate the relative importance of each of these factors in deformation, but Fig. 10 shows an illustrative example.

**Fig. 10.** Estimation of the shape of **B-15j** using the rotating plane algorithm.

![Fig. 10](image)

The shape estimated in the middle of the transformation ($t = 0.5$) has a larger size than the source and target shapes, and the concavity tends to vanish. The former is due to the rotation of the shape and the latter comes from the mapping of all vertices in a concavity to a single vertex in the convex-hull of the other shape. A similar transformation created using **TMorph** is illustrated in Fig. 11.

As depicted in previous figures, **TMorph** can handle rotation and concavities better than **RPlane**, and is able to create transformations that are visually more natural. This is also in accordance with the numerical results just presented.

The results obtained for **Ross** are in between B-15a and B-15j, since there are periods where the rotation of the iceberg between observations is considerable and almost inexistent in other periods.

In absolute terms, the margin of improvement for **TMorph** is between 10 and 11%, and for **RPlane** is between 8 and 17%. There are several factors contributing to these errors, such as, noise in source images, approximation errors due to the segmentation of source images or bad vertex correspondences, besides the interpolation algorithms studied here. For instance, in the case of icebergs, there are numerous ice fragments around the icebergs and in certain images it is difficult to distinguish the boundaries of the main block unambiguously. In addition, a large fragment of the **B-15a** collapsed during the sampling period, and so, the similarity value obtained for the time interval between the observations immediately before and after the collapsing was lower than in the other cases.
D. Topological and geometric features.

Several constraints must hold on the representation of spatiotemporal data. Specifically, the segments defining the geometry of a shape must not intersect during transformations, because this is a topological anomaly in view of spatial data systems currently in use. Only intersections between the segments’ end points of are allowed.

The spatiotemporal representations created using the algorithms studied in this work were topologically valid at all times, even for B-15j, which is the iceberg with the most complex geometry. For synthetic data, there also were no segment intersections in the spatiotemporal data representations created using RPlane. This means that mapping all edges in a concavity into a single point in the convex-hull of another shape was enough to create topologically safe spatial transformations at all times. However, this strategy may cause important deformations.

The interpolations created using TMorph are not completely safe, and topological anomalies may arise in the interpolation of very dissimilar shapes. The mesh structure is important because topological anomalies occurred more often when there are thin triangles, highlighting the importance of the post-processing step to improve the mesh of source and target shapes. The incidence of topological anomalies also tends to decrease with the number of vertices, i.e., the results indicate that it is possible to increase the robustness of the algorithm adding Steiner vertices into the triangulated shapes. Note that, the occurrence of these topological anomalies depends on several factors. For instance, it is difficult to define a vertex correspondence between highly dissimilar shapes (e.g., a table and a car), and so, the results may be ambiguous. As it is difficult to create a coherent suite of test cases, we just present an example of a topological anomaly generated using a mesh before and after refinement (Fig. 12), rather than numerical results.

IV. DISCUSSION

The results presented in previous section provide interesting insights on the development of solutions to represent spatiotemporal phenomena in information systems. Two main approaches are presented. The first, implements the rotating plane algorithm [22,23]. This algorithm is able to create spatial transformations that are safe at all times but is poor in handling rotations. There is no previous matching between shapes in a sequence of observations and the correspondence between the first pair of edges is based on simple rules, such as, selecting the edges with lowest angles relatively to a given coordinate axis. Thus, to ensure that the results are realistic it is necessary that the time interval between snapshots is sufficiently small so that rotation between them is also small, which might not be possible in some use cases.

The second approach used in this work is based on [25,26,29], which enables using a vertex correspondence between a source and a target shape defined beforehand. The interpolation is split into components, and so, rotation is represented explicitly in the model, allowing to create spatiotemporal representations that are more realistic than with the previous approach. In addition, the use of triangulation is an interesting approach, because there are many algorithms in computational geometry based on triangulation and the implementation of complex spatiotemporal operations using this kind of decomposition can be simplified. In this work, we assumed that translation and rotation are linear and uniform, and so, the focus was on the morphology of objects with spatial

Fig. 11. Estimation of the shape of B15j using compatible triangulations.

Fig. 12. Source polygon with a thin triangle (top-left) and topological anomaly (edges intersection) during a transformation (top-right); the same transformation after mesh refinement (bottom).
extent. However, splitting spatial transformations into components, enables the modeling of translation and rotation using special-purpose functions, which may take into account external factors such as ocean currents, or wind direction and speed.

The results of this study show that there is not best solution to represent the evolution of spatiotemporal phenomena over time. While the solution using the RPlane tries to ensure that data is topologically valid at all times, TMorph generates more realistic representations of spatiotemporal phenomena. It is also important to note that there is no formal proof that the algorithms are safe, i.e., that the spatial transformations created using an algorithm are topologically valid at all times for any pair of source and target shapes. Thus, validation is usually made by example.

The combination of both strategies is possible: first, we can use TMorph to create an interpolation based on the observations; second, we split the spatial transformation into smaller time intervals to create pseudo-observations that are closer to each other; and third, we can use RPlane and the pseudo-observations to create the interpolations. The first step would allow creating a more realistic representation of the real-world phenomena and the last step would replace a representation producing non-planar faces by another algorithm producing planar faces only. As pseudo-observations are closer to each other, large rotations between observations were broken into several smaller rotations, thus reducing deformation caused by the RPlane algorithm.

V. Conclusion

This paper focuses on the representation of the evolution of spatial phenomena over time, using continuous models of space and time. Although the case study is about monitoring icebergs in the Antarctic, the aim is to investigate generic solutions that may be used in several application domains, e.g., earth sciences, medicine or biology.

Tackling the problem of creating spatiotemporal data from a sequence of observations taken at discrete times, this paper investigates two interpolation algorithms. The first uses a rotating plane algorithm to represent spatial transformations between consecutive observations, as proposed in [23]. Although this is the main approach to represent spatiotemporal phenomena in databases, the experiments performed using real data put into evidence issues on dealing with rotation and concavities. The other algorithm splits the representation of spatiotemporal phenomena in databases, the experiments performed using real data put into evidence issues on dealing with rotation and concavities. The other algorithm splits the representation of spatiotemporal phenomena into components [25], namely, translation, rotation and deformation, and uses compatible triangulations of source and target polygons [29]. This algorithm is better when dealing with rotation and concavities, producing a more realistic morphing, but the interpolations are not safe since topological anomalies may occur during morphing. These anomalies occurred only with experiments using synthetic data, where source and target polygons were highly dissimilar. It is also important to note that only the first algorithm is compatible with current data models proposed in spatiotemporal databases.

Despite being an important tool in several application domains, there are important open issues regarding spatiotemporal data processing. The support for developing applications is still limited, and it is often necessary to make great efforts on the development of special-purpose algorithms to implement complex spatiotemporal operations. In the future, it would be interesting to have generic tools, where approximation errors are bounded, and high-level query languages to make the development of automated processes for storage, management, interpretation and analysis of spatiotemporal data easier. The use of morphing techniques sounds a promising approach to achieve these goals. A good solution should create realistic transformations that are topologically valid at all times, using compact representations and simple procedures to enable retrieving large amounts of spatiotemporal data efficiently. Morphing techniques based on computationally intensive algorithms, e.g., iterative algorithms, are not a good choice.

The use of real and synthetic data was important, since both have enabled detecting different issues on the representation of spatiotemporal data. The creation of benchmarks to enable a comprehensive evaluation of the essential properties of spatiotemporal data management systems, is also an interesting research topic in this area.
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