Abstract

In this paper, a novel technique combining intensity and range data is presented. Passive (intensity based) and active (range based) techniques used for 3D reconstruction have their limitations and separately, none of these techniques can solve all the problems inherent to the modelling of real environments. Our technique aims to demonstrate how both intensity and range data can be registered and combined into a long-range 3D system. The procedure needs an initial estimation for internal and external camera parameters for two or more intensity images. The technique uses passive triangulation of the intensity data to refine the initial camera calibrations and ensure a good registration of range and video data sets. Once a reliable calibration is achieved, corresponding points from the intensity images are triangulated and introduced in the original range data. With our technique, it is possible to complete the models in areas where data is missing or to increase the resolution in areas of high interest and 3D contents.

1. Introduction

3D reconstruction techniques are typically divided into two groups. The first one is composed by active techniques based on range sensors measuring directly the distance between the sensor and points in the real world [1,2,3]. Techniques in the second group are passive and get the 3D information from several 2D digital photographs or video sequences (such as in stereo or photogrammetry) [4,5,6]. A comparative evaluation of the performance of active and passive 3D vision systems appears in [7]. Each one of these techniques has qualities and limitations. Range sensors provide directly precise and accurate 3D points. In addition they are independent from external lighting conditions and do not need any texture to perform well. However, they tend to be expensive, slow to acquire and normally have a limited spatial resolution. On the other side, Intensity images have high resolution that permits very accurate results on well-defined targets. They are easy to acquire and provide texture-maps based on real colour-photographs. Nevertheless, the lack of direct relation between images and depth of the measured object is a major problem for intensity-based techniques. For this reason, the acquired images need to be rich in texture information and the resulting data sets will have varying density depending on the texture of the images. Finally these sensors are affected by changes in the illumination.

Table 1 presents the main advantages and limitations of both techniques (advantages are highlighted in shading).

<table>
<thead>
<tr>
<th></th>
<th>Range</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost</strong></td>
<td>Expensive sensors</td>
<td>Low cost</td>
</tr>
<tr>
<td><strong>Acquisition</strong></td>
<td>Often difficult with large sensors</td>
<td>Easy, with a digital camera</td>
</tr>
<tr>
<td><strong>Resolution</strong></td>
<td>Limited spatial resolution</td>
<td>High-resolution digital photos</td>
</tr>
<tr>
<td><strong>Texture map</strong></td>
<td>Black and white reflectance</td>
<td>Provide a realistic colour texture map</td>
</tr>
<tr>
<td><strong>Lighting</strong></td>
<td>Independent from external lighting</td>
<td>Highly dependent on lighting conditions</td>
</tr>
<tr>
<td><strong>Texture relevance</strong></td>
<td>No need of texture in scene</td>
<td>Texture is crucial for good results</td>
</tr>
<tr>
<td><strong>3D processing</strong></td>
<td>Provide directly 3D measurements</td>
<td>Difficult to extract 3D from images</td>
</tr>
</tbody>
</table>

The above list makes clear how range and intensity images can complete each other. Thus, our aim in this work is to combine them in order to compensate limitations of each sensor with qualities of the other one.
2. Related work

Some work to register range and intensity information exists but it is normally limited to constrained situations. In [8] pose estimation is done by matching control points over similar intensity and range images. Another technique proposed in [3] achieves image to range registration based on vanishing lines and orthogonality conditions but the method is only reliable in scenes with strong geometric contents. More recently, there were some trials using silhouettes for matching intensity and range [9,10,11]. However, most of these methods are optimised for small objects with well-defined contours and not large real world scenes such as the ones considered in this paper.

In previous work a semi automatic registration system was developed [12]. It first aligns the range and intensity data by evaluating the planar transform based on the edges extracted in the reflectance and intensity images. In a second step, correspondences are automatically extracted between the images and feed a Tsai camera calibration algorithm to evaluate the camera internal and external parameters [13]. The method also offers the possibility to add correspondences manually in order to guide and correct the automatic calibration if necessary. More details about the algorithm can be found in [12].

The quality of the initial registration obtained with this semi-automatic process relies mainly on the precision of the correspondences, for this reason, additional tools to refine the initial calibration are valuable. The work in this paper combine several registered digital photographs with traditional photogrammetry tools in order to compute triangulated points from intensity images. These triangulated points can be useful first, to refine the original camera calibration and secondly to add 3D points into the range data giving the possibility to increase 3D information density or fill holes in the model.

Figure 1 gives an overview of the whole process, in shaded are the steps where range and intensity data are compared and/or combined. Section 3 presents with more details the rectification and matching of the image and the passive triangulation process. The calibration tuning process is described in section 4, and section 5 present the dense mapping step. For the initial calibration, more details can be found in previous work [12].

3. The passive triangulation procedure

3.1. Fundamental matrix estimation

The main difficulty to overcome when working with intensity images in 3D reconstruction is the matching problem: how to get accurate corresponding points over different images? The technique we adopted uses the fundamental matrix to link intensity images through epipolar geometry, according to the following equation:

\[ x_i^T F x_j = 0 \]  

where, \( x = (x, y, \zeta) \) is a homogeneous co-ordinate in the first image, \( x' \) is the corresponding co-ordinate in the second image and \( F \) is the 3×3 Fundamental matrix [4,14].

Our technique involves the computation of an initial estimation for the camera internal and external parameters based on the automatic registration of laser reflectance and colour intensity images [12].

The initial camera calibrations are used to guide a cross correlation-matching algorithm over the intensity images. The correspondences feed a Ransac 8-point algorithm that computes the fundamental matrix between images [14,15]. This matrix is used to find corresponding epipolar lines and build the rectified images where rows correspond to the same epipolar lines. Using rectified images to compute correspondences between images reduces the matching problem from two to one dimension.

Figure 2 present two digital photographs from a church in Laveno/Italy used to test our algorithm. In this figure, we also display the epipolar lines obtained through the fundamental matrix estimation step. The rectified images computed with these epipolar lines appear in Figure 3.
3.2. Passive triangulation

The rectified images computed in 3.1 are used to find corresponding points. A canny edge detector is applied in one of the intensity images to detect points of interest. The output of the edge detector is then sub-sampled to reduce the number of matching candidates. For each selected point of interest, cross correlation is computed along the epipolar line to find the best possible matching. Once more, initial calibrations are used to estimate the probable position of the matching pixel and reduce the search area.

Sub-pixel accuracy is obtained by fitting a second-degree curve to the correlation coefficients in the neighbourhood of the disparity. The maximum of the function occurs where the gradient of the function is null, and thus its position is computed with the following formula [16]:

\[
x = d + \frac{1}{2} \times \frac{C(d-1) - C(d+1)}{C(d-1) - 2C(d) + C(d+1)}
\]

where \( C(d) \) is cross correlation coefficient at position \( d \).

\( x \) is the sub-pixel position of the maximum.

Two additional conditions are considered when seeking for correspondences over the intensity images:

- A threshold is used to avoid the consideration of points with a low cross correlation.
- The matching must be symmetric. If a point \( p_1 \) has the highest cross correlation with point \( p_2 \), then \( p_2 \) must also have its maximum cross correlation with \( p_1 \). A maximum disparity between the two symmetric matches is considered.

The matching points in the images are used to compute the camera projective rays by inverting the perspective projection equations from Tsai model. The result is the parametric equation of the 2 rays:

\[
\begin{align*}
L_0(s) &= \tilde{B}_0 + s\tilde{M}_0 \\
L_1(t) &= \tilde{B}_1 + t\tilde{M}_1
\end{align*}
\]

The squared-distance function is then:

\[
Q(s,t) = |L_0(s) - L_1(t)|^2
\]

\[
Q(s,t) = ax^2 + 2bst + ct^2 + 2ds + 2et + f
\]

where,

\[
\begin{align*}
a &= \tilde{M}_0 \cdot \tilde{M}_0, \quad b = -\tilde{M}_0 \cdot \tilde{M}_1, \quad c = \tilde{M}_1 \cdot \tilde{M}_1 \\
d &= \tilde{M}_0 \cdot (\tilde{B}_0 - \tilde{B}_1), \quad e = -\tilde{M}_1 \cdot (\tilde{B}_0 - \tilde{B}_1) \\
f &= (\tilde{B}_0 - \tilde{B}_1) \cdot (\tilde{B}_0 - \tilde{B}_1)
\end{align*}
\]

The minimum distance between rays occurs at the point where the gradient of the function is null:

\[
\nabla Q = 2(as + bt + d, bs + ct + e) = (0, 0)
\]

A user threshold defines the maximum distance between two rays above which triangulated points are not considered. Otherwise, the triangulated point is computed as the centre of the segment between the two closest points in the rays [17].

Figure 4 illustrates the triangulation process. It presents the range cloud of points, the position of the camera for the two considered images (as two cones) and the projective rays for a few points.
4. Refining the calibrations

4.1. Association triangulated/range 3D points

The process presented in 3.2 gives, for each point of interest, the 3D position of the triangulated point. It is possible to use this information to evaluate the quality of the camera calibration, by measuring the distance from the triangulated points to the 3D cloud acquired with the laser. To optimise this computation, the range cloud of points is bucketed into referenced small cubes. This allows for a fast navigation inside the cloud of points and a fast computation of the closest range points. In our process, we only consider 3D discontinuities, corresponding to areas of the range data rich in geometrical contents and thus easier to match precisely. The discontinuities are detected by analysing each 3D range point neighbourhood. 3D points where high variations in the depth occur are marked as discontinuities [18]. Figure 5 presents the detected discontinuities in the range image of the Laveno church.

For each triangulated point, the closest orientation discontinuity point in the range image is found. Figure 6 presents, in the same image, the cloud of points from the range image and the 3D triangulated points obtained from the initial calibrations. The segments in the figure indicate the triangulated points and their closest orientation discontinuity in the range data. Points for which the distance between the triangulated and range discontinuity is larger than a given distance are not considered in the iteration to compute the new camera model.

4.2. Iterative calibration process

To improve the calibration and force triangulated points to converge into the 3D cloud, the closest orientation discontinuity in the range image is used with the matching points to perform a new Tsai camera calibration for each image. The process is iterative and points are triangulated and compared with the range points in the 3D cloud, in each loop of the cycle.

This process continues as long as the average distance between triangulated and range points decreases. At this stage an additional optimisation is introduced in the loop to correct matching errors in the intensity images. In these new cycles of the process, pixel positions of the correspondences are updated using the current camera model. The closest 3D range orientation discontinuity (used to calibrate the cameras) are re-projected into the images, and the new match coordinates in every intensity
image are computed as the centre between the re-projected point and the original position of the matching. This process allows for a fine-tuning of the camera calibration parameters by updating the correspondences co-ordinates but it is introduced only in a final step of the process when the cameras models are already close to a final stable solution. Figure 7 presents the results of the triangulation at the end of the process using the optimised camera parameters. The graphic in Figure 8 illustrates the evolution of the average distance between the range points and the intensity based triangulated points. In this example, the additional optimisation in the matching begins at iteration number ten.

Regarding processing times, it takes approximately 8 minutes on a PIV 2GHz to perform the whole optimisation loop (17 iterations with 3006 triangulated points).

The example presented here uses two intensity images, but the passive triangulation can be extended to as many images as desired: the process presented in 3.2 is applied to each pair of images and the final triangulated point is the centre of gravity between all the triangulated points. In this case, in the calibration-tuning loop, the model of all the cameras is updated in each iteration. The process to compute the triangulated point with three cameras is illustrated in Figure 9.

5. Adding points to the 3D range cloud

The tools developed in the previous sections ensure that the cameras are well registered with the range data. These tools offer a new possibility when computing our 3D models: they permit to add new 3D points to the original range cloud. This can be particularly useful in areas where range data is missing (non reflective areas, occlusions, missing scans, etc.) or in parts of the models highly textured and rich in 3D content. In these situations, additional 3D data can be computed from pairs of intensity images to compensate for the lack of range data or to increase the 3D point density. Intensity images can be a valuable source of data since it is possible to acquire them easily, fast and with a high resolution.

The process here is approximately the same as the one presented in section 2 but applied to as many points as possible. This corresponds to the dense depth-mapping step in stereo/photogrammetry techniques. The main difference is due to the fact that the range is not used to guide the matching anymore since we are trying to add
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data in region where range information may not be available.

The matching is done along epipolar lines considering that the images were taken from close viewpoints (such as in stereo techniques) meaning that matching points are spatially close in both images. As in section 2, thresholds for cross correlation as well as the symmetry condition are used during the matching phase. In addition, we also consider an ordering condition to guarantee that the order of detected correspondences in the two images is the same. These conditions are widely used in dynamic matching techniques [19].

Practically, all points where the variation of the gradient is significant are triangulated. Only uniform areas where the matching is not reliable are not considered (e.g. large areas of same color such as walls).

The triangulated points can then be introduced into the range cloud of points before entering a 3D reconstruction process, but with data coming from both range and intensity sensors

In Figure 10 we present some results obtained on the Laveno church. This example is the one used along this document to illustrate our methods, and the intensity images are the ones presented in Figure 2.

In this example, the range data was acquired with a Zoller and Fröhlich IMAGER 5003 laser scanner [20]. The resolution of the obtained range image is 906x1036 measured points. The photographs were acquired with a Canon Powershot Pro70 digital camera and have a final resolution of 1024x1536 pixels. Our algorithm introduced 608695 additional 3D points from passive triangulation of intensity images into the range cloud of points.

Figure 11 presents similar results with the same range scan of the Laveno church. The two digital photographs were acquired with a Canon Powershot Pro90 camera with a resolution of 1856x1392 pixels. In this example the images cover only a reduced part of the range data and the high resolution of the photographs is used to increase significantly the number of 3D points in the area above the main door of the church. 483387 points were introduced into the original range cloud of points in this case.

Figure 12 presents the results obtained with a model of the San Stefano church in Verona, Italy. In this case, the range image was acquired with a Cyrax 2500 laser scanner. Digital photographs were taken with a Canon ProShot G2 digital camera. The resulting resolutions were 850x850 for the range image and 2272x1704 pixels for the digital photographs. Thanks to our method, 743661 additional points were added in the range data.

These examples show clearly that our processes are completely independent from the sensors since different cameras and laser were used in the three examples presented.
6. Discussion and conclusions

This paper demonstrates the possibility to use passive triangulation of intensity images to improve 3D models computed from range data. A method was presented to improve initial camera calibrations by measuring the error between range data and points that are triangulated from two or more intensity images. Once the data (range and intensity) is fully registered, the 3D information can come from the two sources allowing to select the best data, for a

Figure 11. Second example with the Laveno church

Figure 12. Addition of points in San Stefano church (Verona, Italy)
given area of the model or for a given application. The intensity data can be used to add 3D points in some areas of the model, as shown with several examples acquired with different sensors. In these examples, the density of 3D points has been significantly increased in some parts of the final model using digital photographs.

The quality of the process depends mainly on two factors. The original parameters of the cameras can influence the process used to refine the camera calibrations since they are used as initial estimation. This means that if images are badly registered initially, the algorithm cannot compensate and the result is of poor quality. The other important factor on the process is the quality of the 3D edge detection in range data, since orientation discontinuities in the cloud of points are used in the calibration refining process to select the closest 3D point for the next calibration. Fortunately the resolution of new lasers has increased making detection of discontinuities easier and much more reliable.

Finally, the acquisition of intensity data is also an important matter. Because of the dense mapping step, it is important to acquire data from close viewpoints and rich in texture information, in order to ensure a reliable matching between features. On the other side if the photographs are acquired from too close, the passive triangulation will result more inaccurate.
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