ABSTRACT

This paper presents a process combining range and intensity based techniques, in order to get better 3D models than those obtained using these techniques separately. The procedure needs an initial estimation for internal and external camera parameters for two or more intensity images. The technique uses passive triangulation to refine initial camera calibrations and ensure a good registration of range and video data sets. Afterwards, corresponding points from the intensity images are triangulated and introduced in the original range cloud of points. The objective is to complete the models in areas where data is missing or to increase the resolution in areas of high interest and 3D contents.

1. INTRODUCTION

3D reconstruction techniques are typically divided into two families: Range Based techniques (using lasers or structured lights systems) measure directly the distance between the sensor and points in the real world [1,2,3]; Intensity image Based techniques (such as stereo or photogrammetry) triangulate the 3D position of points from 2D Images [4,5]. Each one of these techniques has qualities and limitations. Range images are slow to acquire and have a limited spatial resolution, but provide precise and accurate 3D points location. Intensity images are easy to acquire and have a high resolution, but need more processing to calibrate cameras and compute 3D models precisely. Combining both techniques allows the compensation of each sensor limitation with the qualities of the other one providing a final result of better quality and building a bridge between two worlds traditionally independent.

2. PASSIVE TRIANGULATION

2.1. Fundamental matrix estimation

The main difficulty to overcome when working with intensity images in 3D reconstruction is the matching problem: how to get accurately corresponding points over different images? The technique we adopted uses the fundamental matrix to link intensity images through epipolar geometry, according to the following equation:

$$x_i^T F x' = 0$$

where $x = (x, y, z)$ is a homogeneous co-ordinate in the first image, $x'$ is the corresponding co-ordinate in the second image and $F$ is the $3\times3$ Fundamental matrix [4,6].

Our technique involves the computation of an initial estimation for the camera internal and external parameters (Tsai Camera model [7]). This estimation is based on the automatic registration of reflectance and intensity images. More details on the algorithm can be found in [8]. These initial camera calibrations are used to guide a cross correlation-matching algorithm over the intensity images. The correspondences feed a Ransac 8-point algorithm that computes the fundamental matrix between images [6,9]. This matrix is used to find corresponding epipolar lines and build the rectified images where rows correspond to the same epipolar lines. Using rectified images to compute correspondences between images reduces the matching problem from two to one dimension. Figure 1 shows the rectified images of two intensity images acquired at JRC Campus.

Figure 1: Two rectified images from the arches at JRC campus.
2.2. Passive triangulation

The rectified images computed in 2.1 are used to find matching points. A canny edge detector is applied in one of the intensity images to detect points of interest. The output of the edge detector is then sub-sampled to reduce the number of matching candidates. For each selected point of interest, cross correlation is computed along the epipolar line to find the best matching candidate. Once more, initial calibrations are used to estimate the probable position of the matching point and reduce the search area.

The matching points in the images are used to compute the camera projective rays by inverting the perspective projection equations from Tsai model. The result is the parametric equation of the 2 rays:

\[
\tilde{L}_0(s) = \tilde{B}_0 + s\tilde{M}_0 \\
\tilde{L}_1(t) = \tilde{B}_1 + t\tilde{M}_1
\]  

(2)

(3)

The squared-distance function is then:

\[
Q(s,t) = [\tilde{L}_0(s) - \tilde{L}_1(t)]^2
\]  

(4)

\[
Q(s,t) = as^2 + 2hsst + cs^2 + 2ds + 2et + f
\]  

(5)

where,

\[
d = \tilde{M}_0 \bullet (\tilde{B}_0 - \tilde{B}_1), e = -\tilde{M}_1 \bullet (\tilde{B}_0 - \tilde{B}_1) \\
a = \tilde{M}_0 \bullet \tilde{M}_0, b = -\tilde{M}_0 \bullet \tilde{M}_1, c = \tilde{M}_1 \bullet \tilde{M}_1 \\
f = (\tilde{B}_0 - \tilde{B}_1) \bullet (\tilde{B}_0 - \tilde{B}_1)
\]

The minimum distance occurs at a point where the gradient of the function is null:

\[
\tilde{\nabla}Q = 2(as + bt + d, bs + ct + e) = (0,0)
\]  

(6)

A user threshold defines the maximum distance between two rays above which triangulated points are not considered. Otherwise, the triangulated point is computed as the centre of the segment between the two closest points in the rays [10].

Figure 2 illustrates the triangulation process. It shows the range cloud of points, the position of the camera for the two considered images and the projective rays for a few points.

3. REFINING THE CALIBRATIONS

3.1. Association triangulated/range 3D points

The process presented in 2.2 gives, for each point of interest, the 3D position of the triangulated point. It is possible to use this information to measure the quality of the camera calibration, by measuring the distance from the triangulated points to the 3D cloud acquired with the laser. To optimise this computation, the range cloud of points is bucketed into referenced small cubes. This permits a fast navigation inside the cloud of points and a fast computation of the closest point. For each triangulated point, the closest discontinuity point in the range image is found. Figure 3 shows, in the same image, the cloud of points from the range image and the 3D triangulated points obtained from the initial calibrations.

Figure 3: Range points (light grey) and intensity triangulated points (black).

3.2. Iterative calibration process

To improve the calibration and force triangulated points to converge into the 3D cloud, the closest point in the range image is used with the matching points to perform a new Tsai camera calibration for each image. The process is iterative and points are triangulated and compared with the range points in the 3D cloud, in each loop of the cycle. This process continues as long as the average distance between triangulated and range points decreases. At this stage an additional optimisation is introduced that tries also to minimize 2D matching errors and allow for a fine tune of the camera parameters. In these new cycles of the process, pixel positions of the correspondences are updated using the current camera model. The closest 3D range points (used to calibrate the cameras) are re-projected into the images, and the new 2D match coordinates in every intensity image are computed as the centre of the segment defined by the re-projected point and the original position of the matching.

Figure 4: The passive triangulation process.
presents the results of the triangulation at the end of the process using the optimised camera parameters. Figure 5 shows the evolution of the average distance between the range points and the intensity based triangulated points. In this example, the additional optimisation in the matching begins at the fifth iteration.

Figure 4: The range points (light grey) and the intensity triangulated points (black) after the optimisation process.

Figure 5: Evolution of the error (m) along the optimisation process.

The example presented here uses two intensity images, but the passive triangulation can be extended to as many images as desired: the process presented in 2.2 is applied to each pair of images and the final triangulated point is the centre of gravity between all the triangulated points. Regarding processing times, it takes approximately 2 minutes on a PIV 2GHz to perform the whole optimisation loop (15 iterations with 16415 triangulated points).

4. ADDING POINTS TO THE 3D RANGE CLOUD

Thanks to the optimisation process, we ensure that the cameras are well registered with the range data, making possible the use of intensity images as an additional source of 3D information. This can be particularly useful in areas where information is missing in the range data (non-reflective areas, occlusions, etc...) or also in parts of the models highly textured and rich in 3D content. Intensity images can be a valuable source of data since it is possible to acquire them easily, fast and with a very high resolution.

The process here is approximately the same as the one presented in section 2 but applied to as many points as possible. This corresponds to the dense depth-mapping step in stereo/photogrammetry techniques. Practically, all points where the variation of the gradient is significant are triangulated. Only uniform areas where the matching is not reliable are not considered (e.g. large areas of same colour such as white walls in the Barza data set, see Figure 7). The triangulated points can then be introduced into the range cloud of points before entering a 3D reconstruction process, but with data coming from both range and intensity sensors.

In Figure 6 we present some results obtained on the “São Vicente” arches. Figure 7 shows similar results with the model of a church in Barza (VA), Italy. In this case, the intensity images cover only a reduced part of the model in order to demonstrate how photographs of high resolution can be used to increase 3D point density in the range cloud.

Figure 6: Addition of points in the arch example.

Figure 7: Similar results with the model of a church in Barza (VA), Italy.
5. DISCUSSION AND CONCLUSIONS

This paper demonstrates that it is possible to use passive triangulation of intensity images to improve 3D models computed from range data, more specifically in cases when dealing with low-resolution range scanners. Since the data (range and intensity) are fully registered, the 3D information can come from the two sources allowing to select the best data, for a given area of the model or for a given application. The intensity data can also be used to add 3D points in some areas of the model, as shown in the Barza example. In this case, the resolution has been significantly increased in some parts of the church using digital photographs.

The quality of the process depends mainly on two factors. The original parameters of the cameras can influence the process used to refine the camera calibrations since they are used as initial estimation. This means that if images are badly registered initially, the algorithm cannot compensate and the result is of poor quality. The other important factor on the process is the quality of the 3D edge detection in range data, since discontinuities in the cloud of points are used in the calibration refining process to select the closest 3D point for the next calibration. Fortunately new lasers have increased resolutions, making detection of discontinuities easier and much more reliable. The use of such data will probably lead to even better results than the ones presented in this document.

Finally, the acquisition of intensity data is also an important matter. Because of the dense mapping step, it is important to acquire data from close viewpoints and rich in texture information, in order to ensure a reliable matching between features.
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