ABSTRACT
Previous work has shown that the lossless compression of color-quantized images, by general purpose continuous-tone encoders, can be improved if histogram packing is performed on a block by block basis, prior to compression. In this paper, we extend this idea, proposing an algorithm that adaptively finds a more appropriate region size for histogram packing. With this new algorithm, a balance between the effectiveness of the histogram packing operation and the overhead spent in representing the mapping tables is automatically sought, providing a further increase in the lossless compression gains.
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1 Introduction
Color-quantized images are usually represented by a matrix of indexes (the index image) and by a color table conveying the color information of the image, such that each image index points to a color entry in the table. A number of specialized coding techniques, tuned for compressing color-quantized images, have been proposed (see, for example, [1, 2, 3, 4]). Nevertheless, it remains an important issue to investigate preprocessing methods capable of preparing this class of images for competitive coding by general purpose continuous-tone encoders and, most specially, by those that are standards.

In fact, recent results have shown that the JPEG-LS [5, 6] / JPEG 2000 [7, 8, 9] lossless compression of the index images can be improved if a certain preprocessing step is performed [10, 11, 12]. This preprocessing consists of an order preserving remapping of the used indexes into a contiguous subset of \( \mathbb{N}_0 \):

\[
h = (I_0 \mapsto 0, I_1 \mapsto 1, \ldots, I_{M-1} \mapsto M-1),
\]

where \( I_i \in \mathcal{I} \), assuming, without loss of generality, that \( I_i < I_j, \forall i < j \), and where \( M \) denotes the number of different indexes found in the block.

Off-line histogram packing is obtained through the construction of an one-to-one order-preserving mapping \( h \), from the block index values \( \mathcal{I} \) into a contiguous subset of \( \mathbb{N}_0 \):

\[
h = (I_0 \mapsto 0, I_1 \mapsto 1, \ldots, I_{M-1} \mapsto M-1),
\]

where \( I_i \in \mathcal{I} \), assuming, without loss of generality, that \( I_i < I_j, \forall i < j \), and where \( M \) denotes the number of different indexes found in the block.

In the work reported in [11, 12], a fixed-size block-based histogram packing approach was proposed, showing important compression gains. In this paper, we go forward with this idea, proposing an adaptive technique which is capable of automatically adjusting the size of the region being processed. With this new advance, we have been able to increase the lossless compression gains further.

In the remainder of this paper we briefly overview block-based histogram packing. Then, we describe the algorithm for variable size block-based histogram packing that is proposed in this paper. Next, we present experimental results comparing this new approach with the previously proposed fixed-size block-based technique and, finally, we discuss the results obtained and draw some conclusions.

2 Block-based histogram packing
Block-based histogram packing consists on applying off-line histogram packing to each block of an image partition (see Fig. 1). In the work reported in [11, 12], blocks of 32x32 pixels have been used.

![Figure 1. Block-based histogram packing.](image-url)
3 Adaptive histogram packing

3.1 Motivation

One of the problems overlooked by strategies based on fixed-size block processing is the known fact that characteristics of image data vary across the image. This means, for example, that a given block size may be appropriate for some region of the image, but might be too large or too small for some other region.

A way to overcome this limitation is by allowing the processing of regions of arbitrary shape and size. However, this is generally avoided in order to alleviate the overhead required by the representation of the regions, i.e., the number of bits needed for partition coding. A somewhat intermediate approach relaxes the arbitrary shape and size requirement into a less bit-expensive variable size and possibly variable shape approach. Here, “variable” means a reasonable, usually small, number of possibilities.

In this paper, we propose a greedy variable size region approach, which adaptively seeks an appropriate size for a region in which histogram packing is performed. Therefore, this new approach is an evolution of the method previously addressed in [11, 12], where fixed-size blocks of 32 × 32 pixels have been used.

3.2 The proposed algorithm

The new method relies on a process that sequentially aggregates elementary blocks, of a given predefined size, in order to construct a larger region where histogram packing is performed. Figure 2 sketches the idea, showing how a new elementary block B might be aggregated to region \( R_k^n \) (\( n \) identifies the region being created, whereas \( k \) indicates how many elementary blocks already belong to that region).

The decision of aggregating block B to the current region depends on the truthfulness of the relation

\[
b_{k+1}^n - (b_k^n + b) < 0,
\]

that measures the balance between an estimate of the number of bits required to encode the region if the block is aggregated, \( (b_{k+1}^n) \), and the estimate of the number of bits needed if not, \( (b_k^n + b) \).

These estimates are calculated using the entropy of the residuals of a first order predictor, assuming that the pixels are raster scanned, and taking into account the overhead required for storing the mapping table (\( M \) bits, for \( M \)-color images). Therefore, we may rewrite (1) as

\[
(k + 1)N^2H_k^{n+1} + o - (kN^2H_k^n + o + b) < 0
\]

or

\[
(k + 1)N^2H_k^{n+1} - kN^2H_k^n - b < 0
\]

where \( H_k^{n+1} \) and \( H_k^n \) are, respectively, the entropies (calculated as mentioned above) of the region with \( k + 1 \) and \( k \) elementary blocks, and \( o \) is the overhead required by the mapping table. We assume, without loss of generality, that the elementary blocks are squares of \( N \times N \) pixels.

Term \( b \) in (1) and (2) denotes an estimate of the number of bits that block B would claim if, instead of being aggregated to region \( R_k^n \) (see Fig. 2b), it would be allocated to a new region, \( R_q^{n+1} \) (situation depicted in Fig. 2c). The main problem in obtaining this estimate is that, based only on past data, we are unable to know the size of the next region, i.e., the value of \( q \).

In fact, the size of the next region is needed not only to estimate its entropy, but also to know how the overhead of the mapping table will be distributed among the pixels of the region, i.e., the value of \( o/q \). Therefore, deciding when stop growing a given region \( R_k^n \) depends on the knowledge of the size of the next region, \( R_q^{n+1} \), which, by itself, depends on the size of region \( R_k^{n+2} \), and so on. At each decision step, this recursion goes until the end of the image, generally leading to a computational problem not solvable in practical time.

To alleviate the computational burden involved in the computation of \( b \), we impose two limitations in the algorithm: (1) the maximum size of the region is limited to some value \( K \), typically 16 elementary blocks; (2) the recursion does not proceed until the end of the image but, instead, until a point which is \( Q \) elementary blocks ahead of B, typically 8. Notice that limitation (2) has the role of imposing an artificial end-of-image to the recursion process. On the other hand, restriction (1) has the additional

\[
\text{(a) } R_k^n \rightarrow B
\]

\[
\text{(b) } R_k^n \rightarrow B
\]

\[
\text{(c) } R_k^n \rightarrow B \rightarrow R_q^{n+1}
\]
goal of limiting the number of bits required to encode the size of the regions, which is \(\lceil \log_2 K \rceil\).

4 Experimental results

The experimental results that we present in this paper are based on a set of 23 true color images (768 columns \(\times\) 512 rows) that we refer to as the “Kodak“ images. Using version 1.2.3 of the “gimp” program, each image was color-quantized based on an image-dependent palette of 128 or 256 colors (generated by “gimp”) with and without Floyd-Steinberg color dithering. After color quantization, but before applying histogram packing, the palettes of the color-quantized images have been reordered according to increasing luminance [14]. Finally, compression was obtained using a JPEG-LS encoder with default parameters.

We provide compression results concerning: (1) luminance-reordered images with fixed block size histogram packing (method described in [11, 12]); (2) luminance-reordered images with adaptive region size histogram packing. The total overhead generated by method (1) is constant, depending only on the number of image blocks and the size of the mapping table \(M\) bits, for images with \(M\) colors. As in [11, 12], we used blocks of \(32 \times 32\) pixels, which implies \(384\) blocks per image and, therefore, \(98,304\) bits of overhead.

The total number of overhead bits for the adaptive method depends on how many regions are generated for a given image. For each region, the overhead is given by the sum of the 128 or 256 bits of the mapping table and the \(\lceil \log_2 K \rceil\) bits used for indicating the number of elementary blocks forming that region. In these experiments, we used \(K = 16, Q = 8\) (depth of recursion) and elementary blocks of \(26 \times 26\) pixels. The results presented in Table 1 include, besides the size of the encoded index image, the (uncompressed) size of the color table and all required overhead information needed for recovering the original image.

In Fig. 3b we provide an example of how the proposed algorithm transforms the luminance-reordered index image, in this case of the Kodak image “07” (displayed in Fig. 3a), whereas Fig. 3c shows the image partition found by the algorithm.

5 Discussion

Table 1 shows that, for all the images used in the test, the compression performance has always improved. As expected, the gain varies from image to image, showing the ability of the proposed technique for exploiting zones of stationarity, where large blocks can be used, but without compromising zones where small blocks are required.

From the results, we observe that larger gains are generally attained for images having less colors. This is also an expected behavior, because the gains provided by the proposed method are due to a well-balanced tradeoff between mapping table overheads and effectiveness of the histogram packing operation: on one hand, larger blocks imply less bits of overhead, but may impair the effectiveness of histogram packing; on the other hand, small blocks provide better compression results of the packed image, but imply more bits to represent the larger number of mapping tables that are required. Since the overhead in constant for fixed-size block-based histogram packing, then the impact of better using the overhead bits will be potentially larger for images with less colors.

6 Conclusion

In this paper, we extended previous work, by investigating how the introduction of variable block-size capabilities into the histogram packing algorithm could improve the compression of color-indexed images. From the experimental results, we conclude that this new approach is able to provide further reduction, although moderate, in the bit-rates previously attained. It should be noticed, however, that none of the test images suffered a decrease in compression by this new technique, which suggests its robustness.
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<table>
<thead>
<tr>
<th>Image</th>
<th>Without dithering</th>
<th>With dithering</th>
<th>Fixed packing</th>
<th>Adaptive packing</th>
<th>% gain</th>
<th>Without dithering</th>
<th>With dithering</th>
<th>Fixed packing</th>
<th>Adaptive packing</th>
<th>% gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>4.329</td>
<td>4.477</td>
<td>1.2</td>
<td>4.776</td>
<td>4.721</td>
<td>1.2</td>
<td>5.286</td>
<td>5.264</td>
<td>0.4</td>
<td>5.518</td>
</tr>
<tr>
<td>02</td>
<td>4.581</td>
<td>4.562</td>
<td>0.4</td>
<td>4.873</td>
<td>4.852</td>
<td>0.4</td>
<td>5.383</td>
<td>5.375</td>
<td>0.1</td>
<td>5.684</td>
</tr>
<tr>
<td>03</td>
<td>1.980</td>
<td>1.853</td>
<td>6.4</td>
<td>2.935</td>
<td>2.849</td>
<td>2.9</td>
<td>2.428</td>
<td>2.333</td>
<td>3.9</td>
<td>3.430</td>
</tr>
<tr>
<td>04</td>
<td>3.125</td>
<td>3.053</td>
<td>2.3</td>
<td>3.676</td>
<td>3.609</td>
<td>1.8</td>
<td>3.726</td>
<td>3.677</td>
<td>1.3</td>
<td>4.219</td>
</tr>
<tr>
<td>05</td>
<td>3.924</td>
<td>3.893</td>
<td>0.8</td>
<td>4.479</td>
<td>4.449</td>
<td>0.7</td>
<td>4.612</td>
<td>4.570</td>
<td>0.9</td>
<td>5.101</td>
</tr>
<tr>
<td>06</td>
<td>2.945</td>
<td>3.045</td>
<td>2.2</td>
<td>3.981</td>
<td>3.906</td>
<td>1.9</td>
<td>4.268</td>
<td>4.208</td>
<td>1.4</td>
<td>4.619</td>
</tr>
<tr>
<td>07</td>
<td>3.088</td>
<td>3.030</td>
<td>1.9</td>
<td>3.695</td>
<td>3.634</td>
<td>1.6</td>
<td>3.805</td>
<td>3.764</td>
<td>1.1</td>
<td>4.315</td>
</tr>
<tr>
<td>08</td>
<td>3.624</td>
<td>3.545</td>
<td>2.1</td>
<td>3.913</td>
<td>3.871</td>
<td>1.2</td>
<td>4.119</td>
<td>4.056</td>
<td>1.5</td>
<td>4.484</td>
</tr>
<tr>
<td>09</td>
<td>2.599</td>
<td>2.504</td>
<td>3.7</td>
<td>3.799</td>
<td>3.738</td>
<td>1.6</td>
<td>4.105</td>
<td>4.046</td>
<td>1.4</td>
<td>4.476</td>
</tr>
<tr>
<td>10</td>
<td>3.569</td>
<td>3.475</td>
<td>2.6</td>
<td>3.976</td>
<td>3.906</td>
<td>1.7</td>
<td>4.333</td>
<td>4.270</td>
<td>1.4</td>
<td>4.693</td>
</tr>
<tr>
<td>11</td>
<td>2.059</td>
<td>1.994</td>
<td>3.2</td>
<td>4.032</td>
<td>3.969</td>
<td>1.6</td>
<td>4.361</td>
<td>4.301</td>
<td>1.4</td>
<td>4.708</td>
</tr>
<tr>
<td>12</td>
<td>3.259</td>
<td>3.184</td>
<td>2.3</td>
<td>3.772</td>
<td>3.731</td>
<td>1.1</td>
<td>3.913</td>
<td>3.867</td>
<td>1.2</td>
<td>4.417</td>
</tr>
<tr>
<td>13</td>
<td>3.253</td>
<td>3.182</td>
<td>2.2</td>
<td>3.627</td>
<td>3.576</td>
<td>1.4</td>
<td>3.951</td>
<td>3.911</td>
<td>1.0</td>
<td>4.360</td>
</tr>
<tr>
<td>14</td>
<td>4.238</td>
<td>4.188</td>
<td>1.2</td>
<td>4.504</td>
<td>4.455</td>
<td>1.1</td>
<td>4.918</td>
<td>4.871</td>
<td>0.9</td>
<td>5.195</td>
</tr>
<tr>
<td>15</td>
<td>3.343</td>
<td>3.267</td>
<td>2.3</td>
<td>3.799</td>
<td>3.738</td>
<td>1.6</td>
<td>4.105</td>
<td>4.046</td>
<td>1.4</td>
<td>4.467</td>
</tr>
<tr>
<td>16</td>
<td>2.599</td>
<td>2.504</td>
<td>3.7</td>
<td>3.976</td>
<td>3.906</td>
<td>1.7</td>
<td>4.333</td>
<td>4.270</td>
<td>1.4</td>
<td>4.693</td>
</tr>
<tr>
<td>17</td>
<td>3.569</td>
<td>3.475</td>
<td>2.6</td>
<td>3.976</td>
<td>3.906</td>
<td>1.7</td>
<td>4.333</td>
<td>4.270</td>
<td>1.4</td>
<td>4.693</td>
</tr>
<tr>
<td>18</td>
<td>2.059</td>
<td>1.994</td>
<td>3.2</td>
<td>4.032</td>
<td>3.969</td>
<td>1.6</td>
<td>4.361</td>
<td>4.301</td>
<td>1.4</td>
<td>4.708</td>
</tr>
<tr>
<td>19</td>
<td>3.259</td>
<td>3.184</td>
<td>2.3</td>
<td>3.772</td>
<td>3.731</td>
<td>1.1</td>
<td>3.913</td>
<td>3.867</td>
<td>1.2</td>
<td>4.417</td>
</tr>
<tr>
<td>20</td>
<td>2.504</td>
<td>2.504</td>
<td>3.7</td>
<td>3.799</td>
<td>3.738</td>
<td>1.6</td>
<td>4.105</td>
<td>4.046</td>
<td>1.4</td>
<td>4.467</td>
</tr>
<tr>
<td>21</td>
<td>3.569</td>
<td>3.475</td>
<td>2.6</td>
<td>3.976</td>
<td>3.906</td>
<td>1.7</td>
<td>4.333</td>
<td>4.270</td>
<td>1.4</td>
<td>4.693</td>
</tr>
<tr>
<td>22</td>
<td>3.088</td>
<td>3.030</td>
<td>1.9</td>
<td>3.695</td>
<td>3.634</td>
<td>1.6</td>
<td>3.805</td>
<td>3.764</td>
<td>1.1</td>
<td>4.315</td>
</tr>
<tr>
<td>23</td>
<td>3.088</td>
<td>3.030</td>
<td>1.9</td>
<td>3.695</td>
<td>3.634</td>
<td>1.6</td>
<td>3.805</td>
<td>3.764</td>
<td>1.1</td>
<td>4.315</td>
</tr>
</tbody>
</table>

Table 1. Lossless compression results, in bits per pixel, of the color-indexed “Kodak” images. Compression results are provided for: (1) luminance-reordered images with fixed block size histogram packing; (2) luminance-reordered images with variable region size histogram packing. The percentage indicates gains attained by the new method in relation to the fixed-size approach. Color table sizes as well as the overheads generated by the histogram packing procedure are included in the compression results.


Figure 3. Example of the variable size block-based histogram packing approach applied to the Kodak image “07”: (a) Index image after palette reordering based on luminance (b) The luminance-reordered image of indexes after adaptive packing. (c) The regions created by the algorithm.